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Abstract The increasing number of elderly patients in the
world has lead to various new appliances and technologies in
the modern tele-healthcare platform. One such application is
the medical sensor network (MSN). In this application,
patients are deployed with certain medical sensors and
wearable devices and are remotely monitored by professio-
nals. Thus, seeing a doctor in person is no longer the only
option for those in need of medical care. Since it is also an
economical way to reduce healthcare costs and save medical
resources, we expect a robust, reliable, and scalable MSN in
the near future. However, the time signal and temporal
history in the current MSN are vulnerable due to unsecured
infrastructure and transmission strategies. Meanwhile, the
MSN may leak patients’ identifications or other sensitive
information that violates personal privacy. To make sure that
the critical time signal is accountable, we propose a new
architecture for the MSN that is capable of temporal
accountability. In addition, it also preserves privacy ability
via a Crowds anonymous system. The analysis results clearly
indicate the advantages of being our proposed methods in
terms of low-cost and reliable and having scalable features.
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1 Introduction

Heart disease, also known as cardiovascular disease,
continues to be the leading cause of death worldwide and

the top killer in the U.S. and the western world. A WHO
(World Health Organization) report indicates that heart
disease accounts for 30% of deaths globally. Specifically,
coronary artery disease (CAD), a typical heart disease, kills
an estimated 459,000 Americans every year [1]. As of
2007, in the U.S. alone, a person dies of heart disease every
34 sec [1]. No country spends as much money on
healthcare delivery as much as the U.S. does, whose
overall healthcare expenditures tallied $1.8 trillion (about
45 million uninsured) in 2004. In 2006, the American Heart
Association estimated that healthcare would cost Americans
over $258 billion. It also predicted that healthcare will
consume 20% of the U.S. GDP by 2010. At present, more
and more of the elderly go to nursing homes. Most of them
have heart diseases. Therefore, we need a regional (e.g.,
within a nursing home) and low-cost medical delivery
system to monitor the status of patients automatically.

Tele-healthcare is a technology that uses communica-
tions and computing to implement high-quality healthcare
regardless of location. Recent technological progress in
wireless communication, micro-electro-mechanical systems
(MEMS), cryptography, and digital electronics have caused
the tele-healthcare system to become more sophisticated.
One promising wireless tele-healthcare application is the
medical sensor network (MSN) [2]. In this system, patients
are monitored by multiple medical sensors or wearable
devices. These appliances are responsible for recording
patients’ physical statuses and for transmitting these data to
the monitor center via a wireless channel. At the monitor
center, the data and corresponding medical records will
reveal patients’ real-time situations after a series of analysis
procedures. Once an undesirable status has been detected,
doctors or nurses may take further action on that particular
patient (e.g., remind him/her to take pills immediately via
telephone). Although the new platform saves time for
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patients to see a doctor, problems still exist in the MSN that
cannot be ignored. As we know, the medical sensors may
have different functions, such as detecting electrocardio-
graphs (ECG), heart rate, blood pressure, or pulse oximetry
(SpO2). All those parameters are important to timely
detection and classification of abnormal physical statuses.
To obtain accurate values for all those parameters in an
unreliable wireless network is the goal of ongoing research.
Nevertheless, it is hard to meet such an expectation because
of the limitations of medical sensors.

On the one hand, a sensor’s wireless communication
range is limited (typically <100 feet, due to the limited
power and capacity of the tiny antenna). Therefore, in order
to build a regional and low-cost MSN, we need to adopt a
patient-to-patient (hop-to-hop) transmission relay scheme
and a “receiver-only” timestamp analysis in our design. The
hop-to-hop strategy enlarges the communication range to
some extent. The “receiver-only” timestamp analysis saves
the power of each sensor. On the other hand, the sensor has
deficient usability and poor security, especially regarding its
immature patient privacy preserving technique. Hence,
many hospitals and patients are afraid of using current
tele-healthcare systems. A balance between their usability
and credibility needs to be achieved [3]. According to the
study in [4], we believe that a multihop message commu-
nication system cannot be well protected by only a typical
security technology (i.e., digital signatures and cryptogra-
phy). As a complement, accountability and anonymity are
required to secure the MSN.

Generally speaking, accountability means that the system
is recordable and traceable, therefore making it liable to those
communication principles for its actions. Together with some
suitable punishments or laws in the real world, it will prevent a
number of attacks from being mounted. Albeit general system
accountability could preserve the integrity and confidentiality
of data transmission, the MSN still has no protection against
temporal signal spoofing. It is obvious that the accuracy of a
retrieved ECG trace depends on the accuracy of the temporal
signal within each received packet. Any change, regardless of
whether it derives from an attacker’s spoofing or from a
damaged sensor, may lead to quite another result. To identify
the cause, we should make the temporal signal accountable. In
our design, each node in the MSN acts as both a sender and an
observer. Since most wireless devices use broadcast to deliver
messages, every node within their communication range may
capture the messages even they are not the destination. Thus,
the temporal signal within the message is exposed to all nodes
near the transmission path. With the help of observation from
these nodes, almost all temporal signals are accountable and
able to be detected if they have been modified by malicious
intermediate nodes.

For the privacy issue, since the sensor ID on patient’s
body corresponds to the patient’s profile record in the

medical database, the disclosure of information sources
during wireless communications can cause a violation of
the patient’s privacy. Moreover, when such MSN platforms
are widely deployed in national medical sites (such as
nursing homes, hospitals, etc.), they could become the
potential targets of cyber-terrorists. Considering the confi-
dentiality of all medical data, we need an end-to-end
security scheme to protect them. This can be achieved
through the implementation of the following two crucial
MSN components: First, the sensor-to-sensor communica-
tion should be secured through low-cost symmetrical
ciphers; second, the medical data should also be authenti-
cated and encrypted through extremely light-weight secu-
rity schemes. Since sensor network security has been
studied extensively, we will only focus on how to
effectively integrate the existing anonymity technology into
the MSN and how to overcome current privacy problems in
this paper. To minimize the communication cost and obtain
a certain degree of anonymity, we select “Crowds” out of
three typical anonymous communication systems [5].

The rest of this paper is organized as follows: Section 2
provides some background knowledge on the topics of the
MSN, accountability, anonymity, and other work support-
ing this research. Section 3 presents our design and
architecture for the new MSN platform. Section 4 mainly
evaluates our design using logical testing. More insights
regarding implementation are offered in Section 5. Future
challenges and recommendations for some subsequent work
are discussed in Section 6. Finally, we conclude this paper
in Section 7.

2 Background knowledge

Before going into the details of our design, a brief overview
of the MSN, accountability, time synchronization, and
anonymous communication technology is presented. In
order to verify the temporal accountability of this new
system, we also review a couple of accountability logic
schemes. More related work can be found in [6–33].

2.1 MSN

An MSN, or medical sensor network, is a tele-healthcare
platform in which the patient’s physical status is delivered
and monitored. In such a system, the patient is equipped with
multiple medical sensors and wearable devices. These
appliances are used for recording the patient’s physical status
and delivering that information to the monitor center (or
central workstation). At the monitor center, all data (e.g.,
medication intake, medical records, and ECG signals) will
eventually reveal the patient’s real-time situation by using
professional software [2]. Once an abnormal signal has been
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detected, doctors or nurses may take further action on that
particular patient (e.g., remind him/her to take pills imme-
diately via telephone). In practice, ECG signals play a very
important role in the MSN system. Each piece of ECG data
may carry significant medical information [2]. Data error or
loss is not tolerated. Fortunately, scholars and researchers
have already explored a way to deliver continuous and stable
ECG signals in a radio-based wireless network [2]. Since we
are mainly concerned with the accountability of the time
signal in the ECG data, our design will not focus on an error-
resistant approach to the MSN system.

To best understand ECG signals, a brief review is quite
necessary. Generally speaking, an ECG is used for detect-
ing abnormal heart rhythms, excessive tensing of the heart
muscle, and blood and oxygen supplies [34]. Since the
heart muscle’s movement is initiated by electricity as an
electrically mechanical pump, this electrical activity can be
captured by surface sensors (electrodes) connected to an
ECG recorder [35]. A commonly used ECG recorder comes
with 12–15 leads with electrodes [36]. Those leads are
fixed on the patient’s body (e.g., put on chest, arms, and
right leg) and collect both the cardio rhythms and the
heart’s electrical impulses over a short period of time [2].
After that, software running on an ECG recorder will
amplify these transferred electrical signals and visualize
them on the display of the system or on a rolled paper [2].

Figure 1 shows an example of a typical ECG trace,
which has three major parts: a P wave, a QRS complex, and
a T wave [37]. The P wave corresponds to an electrical
signature which causes a trial contraction; the QRS
complex represents the current that causes contraction of
the ventricles; and the T wave reflects the ventricles’
repolarization [37]. The presence or absence of these
waves, including the QT interval and the PR interval
shown in the figure, are meaningful parameters in the
screening and diagnosis of cardiovascular diseases [37].

There are several ECG system options for the MSN to
choose from. They have different lead placements which
range from 3-lead to 12-lead [37]. The 3-lead system is

non-diagnostic and is meant for rhythm interpretation,
while the 12-lead system is diagnostic [37]. Although the
12-lead system provides a more thorough coverage of ECG
functionalities, it is also more costly, both financially and in
terms of transport time [37]. Hence, a 3-lead system is the
preferred choice for our design.

As shown in Fig. 2, in a typical MSN, the patient’s
medical information is collected by a wearable wireless
device, e.g., PDA. Then it is delivered to nearby access
points (AP’s) via hop-by-hop wireless communication.
Then through wired or wireless channels among different
AP’s, the collected information is transferred to a nursing
home monitor center. To some extent, this architecture is
scalable, manageable, and easily deployed. Our work is
therefore illustrated based on such an architecture.

2.2 Accountability

Developing the Electronic Patient Record (EPR) will not
only speed and simplify access to healthcare information,
but will also enhance the quality of this information [3].
Nevertheless, its poor security and deficient usability
become the biggest deterrent to its success over a wide
range. Security concerns about the EPR in current tele-
healthcare systems are widely studied. One important issue
is ensuring people will be associated with their actions—
that is, accountability [3].

Typically, tele-healthcare platforms have several specific
audit methods to help achieve information security and to
ensure that processes are correctly followed [3]. In a paper-
based system, people often utilize practice experiences or
well-understood processes to achieve accountability [3].
However, electronic information has quite different charac-
teristics than paper, and the translation of audit and
accountability processes to this new medium is not
straightforward [3]. A balance between the abilities of
current technology, usability, and credibility needs to be
achieved [3]. In a heterogeneous environment, the audit
information is collected from different sources. It may be
stored in a centralized machine and used only when
necessary, or it may be accessed daily by authorized system
administrators [3]. In both cases, the information should be
accessible and usable while preserving its integrity and
confidentiality [3]. In [38], a novel accountable logging was
proposed and called Flow-net. In [39–41], quantitative
approaches for accountability as proposed and studied.

Accountability has been defined in several ways.
Bhattacharya and Paul, in [4], claim that, “accountability
broadly implies that transacting parties in a secure system
should be made liable to what they (each, individually) did
do, as well as did not do.” Ferreira et al., in [3], state that
the main objective of accountability systems is “to provide
a means to verify, analyze, and investigate users’ actions”

PR
Interval

QT
Interval

QRS
Complex

Fig. 1 A typical ECG trace [37]
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and “to ensure procedures are correctly followed.” Gener-
ally speaking, accountability means a system is recordable
and traceable, therefore making it liable to those commu-
nication principles for its actions. Every single change in
local host or network traffic, which may be the most
important or most desirable information, can be used as
evidence in future judgment. Under such a circumstance, no
one can deny their actions, not even the administrators or
other users with high privilege. In [42], an algorithm to
achieve true accountable administration was proposed,
namely, that an administrator’s activities must be account-
able. Together with some suitable punishments or laws in
the real world, accountability prevents a number of attacks
from being mounted.

Since the message gathering from each sensor will
eventually deliver data to an MSN monitor center, it is
necessary to examine the accountability of the multihop
message delivery system. According to the classification in
[4], accountability issues in a multihop message communi-
cation system involve: (1) non-repudiation of origin (NRO),
(2) non-repudiation of receipt (NRR), (3) non-repudiation
of submission (NRS), and (4) non-repudiation of delivery
(NRD). NRO and NRR measure the accountability at the
source and destination nodes, respectively [4]. NRS and
NRD focus on all the nodes in the system [4]. For the
accountability of an MSN, all four of these properties must
hold for each node at any given time. More specifically, the
following relevant denials should be resolved in the MSN:

D1: Denial of authorship of a message
D2: Denial of sending a message
D3: Denial of receiving a message
D4: Denial of sending or receiving a message at a given time
D5: Denial of having forwarded a message across an

intermediate node

For critical transactions, accountability may include timing
aspects as well. For example, in a stock purchase situation, if
the buyer cannot prove that he/she sent the message at a
particular time, then the motivation for the entire transaction,
and refusal thereof (by the receiver), may lose significance.
Granting permission during the tele-healthcare process to
permit access to certain information or to allow certain
actions to be taken implies the need for temporal logic and

control, i.e., temporal accountability. There have only been a
few studies [43–47] conducted on temporal network ac-
countability. Most of them work for electronic transaction.
As we can see, a buyer can compare the price on a receipt
and the amount paid later from their bank account to verify a
purchase statement from Internet credit-payment systems.
However, it is difficult to verify the merchant’s system clock’s
accuracy, which is important if the merchant engages in
temporal transactions such as discount selling during a limited
period. An order via e-mail can use the corresponding mail
server system clock as a trusted clock to verify the correctness
of the discount rate on the purchased item. However, the user
may connect to an untrusted application server instead of a
trusted third party (TTP) so that the clock of neither the
application server nor the user’s system is trusted. Further-
more, a malicious party may alter or forge temporal records
stored in the user’s machine or application server. There are
two kinds of attacks: 1) changes of the system clock by the
user, the server, or both in conspiracy and 2) forgery,
alteration, or removal of temporal records by the user, the
server, or both in conspiracy. For example, the server can set
the clock a little faster to refuse acceptance of an application
from a user, giving as a reason that the deadline just passed.
An author and a guest editor of a special issue of a journal can
participate in the forgery of temporal records about paper
submissions: the author submits a paper after the deadline, and
the guest editor forges the record of receiving the paper to say
that it was received before the deadline. The work in [4]
pointed out that traditional cryptographic schemes cannot
overcome internal malicious users who send untrustworthy
timestamps. The author and the guest editor mount a
conspiracy attack that involves forging temporal records so
that the paper appears to have arrived before the due date.
Countermeasures include periodic adjustment of the system
clock, distribution of temporal transactions on multiple
machines, use of a TTP for a correct timestamp, and
registration of temporal transaction records with another
TTP. However, these solutions are not sufficiently secure
against attacks because the person with the highest admin-
istrative access rights can easily change the system clock at
any time. A distributed server group computation may ensure
the integrity of temporal transactions but may also suffer
from the previously mentioned access-right problem. The
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Fig. 2 A typical MSN
architecture
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following functions are required: 1) Temporal transaction
records must be published outside the server; 2) The
temporal transactions of the server should be monitored
synchronously by all parties; 3) Registrations provided by a
TTP are required; 4) A trusted timestamp server is required.
Otherwise, preventing forgery, alteration, or removal of
records inside the server cannot be prevented.

2.3 Time synchronization

Since temporal accountability is required in our MSN
system, we need a strategy or a mechanism to synchronize
the time signals among all sensor nodes and wireless
devices. It should be an effective approach that is accurate,
lightweight, flexible, and comprehensive. Actually, scholars
and researchers have proposed many ways to address the
time synchronization problem in current wireless sensor
networks (WSN’s). In order to select a suitable approach for
our design, a brief overview of time synchronization in
WSN is presented in this subsection.

Usually, timestamps are utilized to synchronize the
clocks on each communication node [48]. All messages
transferred in the network have a timestamp with a local
system clock. As a matter of fact, instead of an absolute
time, the timestamp is more likely to be a boundary of time
in which a certain event occurs. Every time a node sends a
new message, the latest timestamp is processed according
to the local clock and attached to the message. Meanwhile,
drift rates between nodes in the network are considered for
better approximation of the boundary of the timestamp.

Most WSN’s require that their nodes agree on a common
global time. Having a global clock will help nodes in the
network be more efficient in transmitting data and will let
them conserve energy by knowing when to go into a low
power state. The drawback for using a global clock to
“wake up” nodes is that more complex communications
have to be in place to keep the nodes’ clocks synchronized
within a bounded limit. In this subsection, we will discuss
three ways to implement global clock synchronization in a
wireless sensor network: the all-node-based method, the
cluster-based method, and the fully localized diffusion-
based method [48].

2.3.1 All-node-based synchronization

In this approach, we assume that the clock cycle on each
node is the same. We also assume that the clock tick cycle
is longer than the transmission time. This is an important
assumption because a lower clock frequency consumes less
energy than a higher clock frequency.

The initial setup finds a cycle that passes through each
node that needs to be synchronized in the network at least
once. The initiating node then sends a message to each

node in the cycle. This message has the first node’s current
time. When the other nodes in the cycle receive the
message, they record their local time and their order in
the cycle. When the initial node receives the message back,
it sends out another message with the start time (ts) and end
time (te) of the previous message cycle. For each node to
adjust its local clock (t) to the global clock, the equation
t ¼ te � ti þ ts is used, where ti is the node’s local time.
After all nodes in the network receive the second message
and compute their new time, the network is globally
synchronized.

2.3.2 Cluster-based synchronization

The problem with the all-node-based synchronization
algorithm is that every node in the network has to
participate in the same synchronization session. The
cluster-based synchronization protocol attempts to fix this
problem.

The cluster-based algorithm works the same way as the
all-node-based synchronization, but only with the head
cluster nodes. Head nodes synchronize themselves first, and
the child nodes in each cluster then synchronize with the
head node. This method of synchronization allows some
clusters to synchronize independently of other clusters. This
also helps conserve energy, as some clusters may have to
synchronize more often than others and therefore leave the
less frequently updated nodes in an energy saving state.

2.3.3 Fully localized diffusion based synchronization

The above two synchronization methods do not work well
in very large scale wireless networks. They have single
points of failure, in which case some nodes will never be
synchronized again. The local diffusion based protocol is
an attempt to fix this problem.

This method works like the first one. Nodes exchange
local times with neighboring nodes. This diffusion occurs
until all sensor nodes in the network have updated their
local clocks. One of the benefits of this time synchroniza-
tion protocol is that there is no point of failure. If a node
wishes to update its local clock, it can use any of its
neighbors. No single node initiates a global synchronization
of all nodes in the network.

There are two versions of the localized diffusion based
algorithm: the synchronous diffusion algorithm and the
asynchronous diffusion algorithm [48]. The synchronous
diffusion algorithm has to perform the operations to obtain
a bounded global clock in a set order. All of the nodes that
are finished synchronizing with their neighbor must wait
for the other nodes that have not finished. The asynchro-
nous diffusion method does not have the time constraint of
waiting for all other nodes in the network to finish their
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synchronization before starting another round. This method
allows any node in the network to initiate its own time
synchronization whenever necessary.

In some cases, WSN’s must synchronize their time with
the fastest clock. No node will be permitted to decrease its
clock time for synchronization. There are many such
implementations of the clock synchronization protocol [48]:

Wireless Clock Synchronization Protocols: These pro-
tocols are exclusively applied in wireless or ad hoc
networks. Instead of adjusting the clock on each node in
the network, this protocol adjusts the timestamp. From a
source to a destination, the message is passed along each
node and has its timestamp changed to match each
node’s local clock. Error is introduced in the time stamp
along the path of the nodes, and more error is introduced
as the path gets longer. The 802.11 protocol implements
this kind of clock synchronization and has been found to
not be scalable to a large number of nodes due to the
increased error introduced by each hop.
Receiver-Receiver Synchronization: This type of clock
synchronization is done among individual nodes in the
network. Any node that needs a clock update can
initiate synchronization.
Probabilistic Clock Synchronization: This type of
clock synchronization tries to correct unacceptable
update methods. One attempt is to interpret the clock
of the master node repeatedly until a reply is accepted.
This algorithm takes 2/(1−p) messages from the master
node, where p is the probability of losing the message.
This algorithm is repeated n times to reach a
probability of synchronization equal to 1−pk. This
protocol wastes excess amounts of energy by sending
large amounts of messages to synchronize the nodes.
Delay measurement time synchronization (DMTS):
This protocol trades accuracy for efficiency [48]. It
functions by evaluating different forms of delay while
updating local clocks in the wireless sensor network.
The Berkley motes platform and TinyOS were used in
implementing this algorithm. Clock synchronization is
dependent on the types of oscillators on the motes.
DMTS intends to use low computation complexity and
low memory occupation to conserve energy in the
nodes. This protocol also aims to be flexible in
different network topologies.

To initiate the resynchronization, a leader node is
selected as the time master and broadcasts its time.
When the message reaches the nodes within the range of
the leader, they set their clock to match the leader’s
clock plus the time delay it took to receive the message.
After all nodes receive the message from the leader, their
time will be resynchronized bounded by the efficiency
of the delay measurements along the path. Delay is

composed of the factors affecting transmission time
from node to node. The synchronization accuracy of this
protocol is limited mainly by the precision of the delay
measurements along the path. Since only a single
message is needed to synchronize all nodes within the
leader’s transmission range, this method is energy
efficient. It is also computationally lightweight, as there
are no complex numerical operations involved.

However, single-hop is never enough in a network.
Furthermore, in most networks, nodes have no knowl-
edge of their children. DMTS uses the concept of a time-
source level to identify the network distance of a node
from the master. First, a time master node is chosen. This
node is labeled level 0. All of the immediate child nodes
of the time master are labeled level 1. Other nodes in the
network at level n are labeled level n+1. This way each
node has a level number and knows how many hops
away it is from the time master node. The time master
node will occasionally send a message with its local
time. Each node that receives a message from the time
master node will update its time and broadcast the time
message again. These nodes broadcast the time message
only once. When the message propagates through the
network, other nodes will resynchronize according to
their parent node which is closest to the master node. It
then sends a message with the time to its neighbors.
This happens until all of the nodes in the network have
synchronized their time with the time master node. This
protocol also produces a minimum amount of traffic by
having each node send a time message only once. The
traffic load is directionally proportional to the number of
nodes in the network.

The time master node can be any node in the
network. Any selection algorithm can be applied to
choose the master, but in most cases simple voting
algorithms are used. The algorithms are run at any time
when a master node is not present in the network. The
best practice is to select a base station (e.g., the monitor
center) as the time master. A reason for this is that the
base stations are typically not mobile and are not
maintained by batteries. The base station also typically
has more processing power than the sensor nodes in the
network.
Reference Broadcast Synchronization (RBS) protocol:
This protocol is so named because it exploits the
broadcast property (transmitting property) of the wire-
less communication medium. Instead of sending a
message with a timestamp, the nodes use the message’s
time of arrival to compare their local clocks. One of the
important constraints of using this protocol is that it
requires a physical broadcast channel. It will not work
with a WSN that employs direct point to point links.
Thus, we do not consider RBS in our design.
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In the MSN environment, high wireless communication
energy consumption should be avoided. They need to
decrease the frequency of sensor-to-sensor message trans-
missions to exchange keying materials or timestamp control
messages. As we discussed, to avoid the large shortening of
medical sensor lifetimes, a DMTS approach will be adopted
in the MSN. This so called “receiver-only” local timestamp
analysis has much better energy efficiency in wireless
communications.

2.4 Anonymous communication

A user authentication process is often required when the user
connects to a wireless network. Amobile user may roam off its
home network and use another network’s services. The visiting
network often needs the user’s credentials to authorize its use
of these services. In wireless ad hoc networks, nodes often act
as routers which need routing information. In the above
scenarios, while availing network services, many applications
and services are required to maintain the user’s anonymity. To
maintain a user’s anonymity, two categories of information
need to be protected: (1) movements and locations of network
users and (2) activities of the network users, i.e., messages sent
from or to the user [49]. The former is often referred to as
location anonymity (or privacy protection) and the latter as
data origin/destination anonymity (privacy protection) [49].
In this paper, we focus on privacy protection.

Anonymity has two meaningful impacts [49]. First,
implementing the effective anonymity of a network user
reduces security breaches under various attacks. Many
attacks are launched by means of impersonation. Keeping a
network user’s identity anonymous prevents an unintended
party from associating its identity with the messages sent to
or from the network user or participating in the user’s
network sessions which the unintended party is not supposed
to be in. In other words, it prevents the unintended party from
impersonating the network user. Second, implementing the
effective anonymity of a network user prevents unintended
parties from invading the user’s privacy.

Anonymous communication is an effective mechanism
for protecting a user’s privacy and also complies with the
principle of least information [49]. Many studies aim to
provide anonymous communication channels and to deter
attacks on these channels [49]. Practical anonymity services
such as Tor have been deployed and have protected privacy
and deterred censorship for many users. The emergence of
wireless networks has posed additional challenges to
anonymity, such as those stated in reference [49].

2.5 Temporal accountability logic

Logic proof has been widely used in the formal analysis of
diversified protocols. It is regarded as an effective way to

analyze the accountability of a secure system. To date, there
is a wide body of literature on accountability logic, most of
which is designed for electronic transaction. BAN’s logic,
known as the first logic in the analysis of secure protocols,
can be used for authenticating and uncovering flaws [50].
Nevertheless, it also generates controversy and confusion
under certain conditions. Fortunately, this drawback has
been addressed by Abadi and Tuttle in AT’s logic [51]. AT’s
logic is developed from BAN’s, but it has more compatible
logic and is easier to use than BAN’s. In 1993, Syverson [43]
mentioned that the logic of both BAN’s and AT’s logic could
not capture flaws caused by a “casual consistence attack.”
This is because not every participant holds consistent records
of communication history. In order to logically reveal such
flaws, Syverson improved AT’s logic by adding temporal
formalisms. In practice, however, it is hard to manipulate due
to the complexity of the AT basis. In 1995, Stubblebine [52]
introduced the notion of recent-secure authentication into the
previous logic. His logic involves three temporal properties:
at, notbefore, and notafter. These time properties are set as
constraints for the participant’s authentication. Later, Stub-
blebine and Wright (SW) [53] extended BAN’s logic for
better temporal description based on Syverson’s work.
Accordingly, the three temporal properties of SW’s logic
are: 1) at a certain time t, 2) at a certain time between t1 and
t2, and 3) at all times between t1 and t2 [53].

Later, Kailar [44] proposed accountability logic for
electronic commerce protocols such as payment and public
key distribution protocols. He defined accountability as a
property whereby the association of a unique originator with
an object or action can be proved to a third party. Provability
has an important role in the analysis of accountability. Since
time-critical applications require proofs that guarantee the
temporal activities of each principal, Kailar’s accountability
logic can be extended for use in analyzing such applications
[46]. Although the original logic allows some temporal
context, such as During and Until properties, to be added to
represent the validation period of security-related informa-
tion, such as a time-critical delegation key, Kudo [46]
extended Kailar’s logic so that it could represent temporal
accountability. Based on Kailar’s logic, Kudo added 9 new
logic constructs (e.g., timestamp, at, before, after, etc.) and
10 new logic postulates (e.g., A CanProve x generated at t, A
CanProve x generated before t, etc.). Liang et al. [45]
claimed that the seventh logic postulate of Kudo’ logic could
not prevent replay attacks. By adding integrity verification
based on timestamps, Liang’s logic added 4 more logic
constructs and 2 more logic postulates (e.g., x At t, x
Freshbefore t) to Kudo’s. However, without a TTP support,
Liang’s logic will be no difference than Kudo’s.

Several formal logics were proposed to analyze the
accountability of e-commerce protocols, which is related to
all kinds of accountability issues. Since we do not use a TTP
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in our own design, we would like to utilize Kudo’s logic
provability in this paper.

3 Design and architecture

The MSN is a promising platform for tele-healthcare
systems. It can help patients save time and money. It also
optimizes medical resources so that every patient can
receive better treatment. However, the current MSN is not
sufficient regarding integrity and security. With the wide-
spread use of computing and communication technologies,
the issues of integrity and security have become increas-
ingly prominent in a democratic society. In the MSN,
however, integrity not only refers to the completeness of
transmitting data in the wireless context, but also considers
the time consistency of delivered data between the sender
and the monitor center. Unfortunately, most existing work
is dedicated to ensuring data completeness and neglects
time consistency. For instance, ECG anomaly detections
depend on the accurate time interval analysis of different ECG
signal changes; a simple change of time signals (e.g., delay,
forge, or denial of delivery) may lead to quite another output.
But inheriting generic technologies, such as time synchroni-
zation, cryptography, and wireless communication, cannot
guarantee the consistency of time signals in the MSN. On the
one hand, transmitted datamay be delayed, forged, or dropped
by an intermediate device along the path from the sender to the
monitor center. We should find out who is responsible for this
alteration and at what time it happens. On the other hand,
different wireless devices may have distinct local times with
certain timer resolutions. It is not easy to synchronize all
temporal signals with a high resolution, especially in a low-
cost wireless sensor network. Based on these two factors, we
formalize two challenges in the MSN as follows:

Challenge 1 Forgery, alternation, delay, or removal of
temporal records may be initiated by the
sender, the receiver, or both in conspiracy.

Challenge 2 Either the sender’s or the receiver’s clocks are
not trusted, as they may be slower or faster.

Without solving the above temporal challenges, medical
results generated by the MSN are untrustworthy. We
therefore propose a feasible solution for each of them. As
for Challenge 1, we will adopt the accountability notion for
all temporal records. Any modification of temporal signals
should be accountable. Together with certain laws and
punishments, temporal attacks (e.g., forgery, alternation,
delay, or removal of temporal records) should be prevented.
As for Challenge 2, we plan to design an appropriate time
synchronization method. It should consider the energy
consumption and deviation of local times among different
wireless sensors and devices.

Another significant concern within theMSN is maintaining
trust and confidence between the patient and physician.
Maintaining the confidentiality of a patient’s medical record
is of great importance. Nevertheless, it becomes a controver-
sial topic when computerized information systems are used to
handle health data. It is the fear of manymedical professionals
that the confidentiality of medical and personal data will not
be appropriately maintained. Such a fear is not totally
unsupported. Anonymous communication technologies can
be utilized to maintain privacy. Temporal accountability,
however, is contradictory to anonymity. Evidence of temporal
records can be used to reveal the sender’s identity. Therefore,
the third challenge that should be addressed in our MSN is:

Challenge 3 Maintain the sender’s privacy while preserv-
ing temporal accountability.

In our design, we will adopt a Crowds system to enable
anonymous communication for Challenge 3. According to
the forwarding strategy of the Crowds system, messages are
delivered in a dynamic way.

Based on the above discussion, this paper should address
the three major challenges mentioned. Before describing
our design, we should first clarify several terminologies and
system assumptions as follows:

3.1 Definitions

Terms

{A, B, ...} a set of communication
participants, known as
principals. Specifically, M
stands for the monitor
center.

m;m0; nf g a set of messages or
message components.

tiji ¼ A;B; . . .f g a set of timestamps within
the messages.

m tið Þ;m0 tið Þ; n tið Þ i ¼ A;B; . . .jf g a set of messages with
timestamp ti.

KA;K�1
A

� �
a pair of public and private
keys of principal A.

{m}KA m encrypted with the public
key of principal A.

mf gK�1
A m encrypted or signed with

the private key of principalA.

Definition

Temporal
Accountability

for any message m(ti) received by the
monitor center M, if ti is modified by a
principal X at tx, M CanProve (X sees
m(ti), X modifies m(ti), and (X says
m t

0
i

� �
) at tx).
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Neighbor principle B is a neighbor of principle A
if B is in the communication range of A.

Temporal
Evidence

means that the MSN will keep a log file
or take similar approaches to record
any modification of temporal records.

Temporal
Undeniable

means that every communication
principal cannot deny its actions
shown by the temporal evidence.

Protect Privacy means that the identity of the sender
cannot be disclosed by any user or
attacker except the authorized agency
(e.g., the monitor center).

Synchronize
temporal signal

means that all the data generated by
communication principals hold the
same (or with a little deviation) time
clock as the recipient (e.g., the
monitor center).

3.2 Assumptions

Our ideal MSN platform is built upon the following
assumptions:

N1: The monitor center is assumed to be trusted, and its
clock is assumed to be accurate.

N2: Every two principals have at least one mutual
neighbor in their common communication range.

N3: The local time of each principal except the monitor
center is not trusted; we do not assume any clock
synchronization for them.

N4: The channel for wireless communication is assumed
to be unsecured, and all traffic in the MSN can be
observed by any principal.

N5: No packet eventual loss occurs during transmitting in
wireless context; each packet will eventually arrive at
its destination.

N6: The digital signature and message encryption algo-
rithm is based on public key cryptography, and no
private key can be compromised by intruders.

N7: The computing and storage resources for the monitor
center and AP’s are assumed to be unlimited.

N8: No denial-of-service attack occurs in the MSN.
N9: All wired communication channels are secured.
N10: No AP spoof attack occurs in the MSN.

3.3 Design principals

In this paper, we mainly focus on solutions to the aforemen-
tioned three challenges. Hence, our design principals are
presented accordingly:

DP1: Achieve temporal accountability in the MSN. This
targets Challenge 1.

DP2: Synchronize all temporal records in the MSN. This
targets Challenge 2.

DP3: Implement privacy protection in the MSN. This
targets Challenge 3.

DP4: Analyze and evaluate our MSN under different kinds
of assumptions in terms of temporal accountability
and privacy protection.

3.4 Temporal accountability module

This subsection is dedicated to addressing the temporal
accountability issue in DP1.

There have only been a few studies [43–47] conducted
on network temporal accountability. Most of them work for
electronic transactions in wired networks. In an MSN,
unlike the temporal accountability logic of electronic
commerce, the “receiver” (monitor center) does not assign
a permitted period to each “sender” (medical sensor) since
they may constantly deliver messages with vital signals.
However, a medical message is time sensitive. It is only
valid during a certain period. For example, if a sensor
detects a heart attack and delivers the relevant information
immediately, we argue that the medical center should receive
this message as soon as possible, as it will be useless after a
patient’s death. We therefore still need a strategy to
determine whether a received message is fresh or has been
modified or postponed for an unacceptable period. Note that
either a sender or an intermediate node is not trusted and may
change the temporal signal for some reasons. Some may be
damaged and others may be manipulated by malicious
people; none of these are expected to be received. They
should be detected and traced back.

Based on assumptions N4, N6, and N9, we should only
consider two transmission scenarios. As illustrated in Fig. 2
(in subsection 2.1), the first is a sensor-PDA scenario and
the other is the transmissions between different PDA’s and
AP’s. They are both in the wireless environment. The major
difference is that the latter has a more powerful capacity for
computation and storage. Since PDA’s and AP’s can be
regarded as super sensor nodes with more powerful
computing and storage capabilities, it is reasonable to
merge these two scenarios into one, as shown in Fig. 3.
This combined module involves two parts: 1) multiple
transferring principles and 2) one receiver. As in the sensor-
PDA scenario, the first part represents the sensors and the
receiver stands for PDA. PDA’s are regarded as devices
held by patients. They are responsible for receiving and
recording all medical messages from sensors deployed on
the patient and for communicating with other wireless
devices to transfer medical information. The information
will eventually be forwarded to the nursing home monitor
center via a multi-hop route through several PDA’s or AP’s.
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The records can be utilized for temporal accountability. As
in the PDA-AP scenario, multiple transferring principles
can be regarded as PDA’s or AP’s and the receiver is the
monitor center. Hence, if we achieve temporal accountabil-
ity in this module, we address DP1.

Generally speaking, to send or forward a message in a
wireless environment, a principle simply broadcasts it in its
own communication range. Therefore, if a principle A sends
a message m to the monitor center via its neighbor B, Awill
receive a broadcast message m from B shortly. Based on
this observation, we propose a feasible solution for
temporal accountability in the MSN.

Specifically, each principal except AP’s and the monitor
center should hold a memory to record recently processed
or received packets for further review. The memory should
record the packets that have just been sent, forwarded, or
passively received. As illustrated in Fig. 3, once a principle
B wants to send a message m to the receiver, B will proceed
along the following procedures: 1) It sets the receiver as the
destination; 2) It signs m with its unique signature key K�1

B ;
3) It records mf gK�1

B in its memory; 4) It sends mf gK�1
B to

the next hop C via broadcasting. We notice that principal B
has 3 neighbors (A, C, and F) for in Fig. 3. All of them will
receive mf gK�1

B . Since A and F are not the next hop of this
message, they simply record mf gK�1

B into their own
memory. But for principal C, it will process and forward
this message to the receiver.

Based on the assumption N2, every two principals will
have at least one mutual neighbor for surveillance. Assume
that principal F is the mutual neighbor between principal A
and principal B. Then, principal F will receive the
forwarded message m0f gK�1

C from principal C. Because
KB and KC are public, principal F can verify the sender’s
identification for messages mf gK�1

B and m0f gK�1
C . F can

also compare the received message m0f gK�1
C with message

mf gK�1
B in its memory. We denote mf gK�1

B as temporal
evidence of m0f gK�1

C . Once m and m′ are satisfied by the

predefined temporal requirements (discussed in subsection
3.7), we say m′ is equal to m. In this case, Principal F will
delete mf gK�1

B from its memory and record m0f gK�1
C into

its memory for further surveillance. Otherwise, we say m′ is
not equal to m, and principal F will report a suspicious
temporal activity to the receiver with the relevant temporal
evidence (e.g., mf gK�1

B . Detailed information about the
traffic flow will be discussed in subsection 3.7.

Here, the predefined temporal requirement is a threshold
vale TH defined by the monitor center. When F receives m,
F will mark the received time as t1. Similarly, when F
receives m′, F will record the received time as t2. Notice
that both t1 and t2 are relative to F’s local time. After that, F
will calculate the difference between t1 and t2, denoted as
Δt. F will also calculate the difference between two
timestamps within m and m′, denoted as Δt′. When
Δt �Δt0j j is no greater than TH, we say m and m′ are
satisfied by predefined temporal requirement.

Based on the assumption N2, every two principals will
have at least one mutual neighbor for surveillance. That
means all the actions will be monitored by at least two
different principals. Thus, almost all malicious modifica-
tions on temporal signals will be captured. Then we have
achieved temporal undeniable and addressed DP1 here.

3.5 Time synchronization module

This subsection is dedicated to addressing the time
synchronization issue in DP2.

As we discussed in subsection 2.3, the synchronization
accuracy of DMTS is limited mainly by the precision of the
delay measurements along the path. For the sake of ensuring
high accuracy and energy efficient in our design, we need
appropriate modifications on DMTS protocol. The modified
protocol should also be computationally lightweight. No
complex numerical operations are involved as well. There-
fore, we have modified the method proposed in [54].

We illustrate this approach through an example. In
Fig. 4, let tX be the residence time (including queuing
time, processing time, and transmitting time) at node X
and let tpi be the propagation delay for the hop i. Then, the
residence time of the sample from S1 is given by:
TS1 ¼ tS1 þ tA þ tB þ tp1 þ tp2 þ tp3.

Noting that the propagation delay (of radio waves)
incurred over several hundred meters (path distance to
sink) is in the order of nanoseconds, we neglect this part.
The time spent at a node is generally on the order of
milliseconds and cannot be neglected. Under this assump-
tion, TS1 can be calculated by summing up the times spent
at each node. That is, TS1 ¼ tS1 þ tA þ tB. Similarly,
TS2 ¼ tS2 þ tA þ tC þ tD. As this packet reaches the receiv-
er, the receiver notes the time (its own local time) at which
it received this packet as τS1. Hence, the sample must have

A
B C

D

E

Receiverm
m

m

m'

m' m'

m'

m'

m

F

Fig. 3 Temporal accountability module
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been generated at τS1−TS1 (TS1 is obtained from the packet)
in the local time of the sink. The same procedure is applied
for sample S2.

As we can see, the cumulative residence time can be
used for estimating the occurrence time of the message.
Therefore, we take the cumulative time as the timestamp
stored in the message. When this kind of message arrives at
the monitor center, the occurrence time of the message will
be revealed by the aforementioned approach.

This scheme eliminates many of the errors that time
synchronization schemes have to contend with because we
compute residence times close to the device [54]. However,
perhaps to a greater extent than those schemes, this scheme
is impacted by clock drift. There are two problems brought
about by clock drift. First, if the residence times are long
(as they can be with our compression schemes), then the
timestamp can be significantly skewed. Second, clock drift
can change the sample clocking, i.e., individual samples
may not be exactly 10 ms apart when sampling at 100 Hz.
The latter “problem” might be considered unimportant, as
the device would be sampling the phenomenon correctly
(when it happens), just not at the frequency it was supposed
to. We return later to discuss the former problem.

In summary, our “receiver-only” local timestamp analy-
sis scheme incurs little overhead (a residence time field in
every packet) and can be implemented easily as we now
discuss.

3.6 Anonymity module

Laws and regulations, such as privacy and freedom of
information acts, have been introduced to assure and
safeguard individual rights. However, the meaning and
actual requirements of information and data security for
protecting these rights have not been clearly understood.
Information security concerns in tele-healthcare systems are
particularly sensitive.

The EPR is subject to many potential abuses. It should
be used only for the intended healthcare purpose. There are
organizations and individuals, including medical support
personnel, health related researchers, insurance agents,
medical administrators, and patients’ relatives, who have
certain legitimate needs to access relevant information from
the EPR. Conditions under which they are permitted to
access information are not clearly understood, and issues
related to these conditions are often emotional, controver-
sial, and ambiguous. To have a clear understanding of these
conditions is an extremely difficult task.

Some laws and regulations are applicable for specifying
how EPR should be handled, but they are subject to
different interpretations. Patients must trust tele-healthcare
systems to protect their privacy rights. However, EPR’s
are being used by various medical and administrative
personnel, with each having has different professional and
legal responsibilities. Tele-healthcare systems are “risky
systems” with respect to privacy and confidentiality. This
subsection is dedicated to addressing the anonymity issue
in DP3.

There are three typical anonymous communication
systems for reference: MIX, Onion Routing, and Crowds.
For simplicity and energy efficiency, we will adopt a
Crowds system [5] in our design to enable anonymous
communication. According to the forwarding strategy of
the Crowds system, messages are delivered in a dynamic
way (shown in Fig. 5). More specifically, when a message
arrives at a Crowds’ router between the sender and receiver,
the router will replace the sender’s address in the message
with its own address. Similarly, the message will arrive at
the destination after a series of forwarding in Crowds
routers. This strategy therefore guarantees to some extent
that the sender’s identity cannot be revealed.

3.7 System framework

The system that we propose here involves two major parts:
a Crowds-based MSN and the nursing home monitor center.
Obviously, they are not isolated from each other. Delivering
messages and monitoring behaviors are common activities
over the network. As we mentioned before, for the sake of
building a low-cost and reliable MSN system, receiver-only
local timestamp analysis technology is introduced for time
synchronization. In general, a Crowds-based MSN is
responsible for collecting patients’ information and for-
warding them to the nursing home monitor center anony-
mously. The nursing home monitor center mainly processes
the received data and stores relevant sensitive information
in its secured log server. It is also in charge of public key
distribution and time synchronization.

In this subsection, we will combine the three aforemen-
tioned modules to form our final system. As shown in

S1

DS2

Receivertp1

C

tS1

tS2

tp2 tp3

tp4 tp5

tp6 tp7

A
B

tA

tC

tB

tD

Fig. 4 Time synchronization module
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Fig. 6, the MSN in a temporal accountability module has
the capability of anonymous communication. In order to
better understand the functionality of this system, we will
use an example to illustrate some implementation details.

As shown in Fig. 6, a packet delivered in the MSN has 5
fields: (1) sender’s address; (2) destination’s address; (3)
sequence number; (4) timestamp; and (5) encrypted data.
The data involves the sensor’s ID and relevant medical
information. The encryption key for data is the public
key issued by the monitor center, namely KM, and is
held by every principal. Hence, field (5) cannot be
modified except by the monitor center. We notice that
every packet is encrypted by the sender’s private key. It is
only used for signature. The signature function can be
used for identifying sender’s identification. For example,
suppose that a principal X delivers a message m to the
monitor center, the package m will be formed like this:
IPX ; IPM ; SeqS ;TAX ; Dataf gKMf gK�1

X

� �
. By using private

key K�1
X , no one can forge this message except X. Since

KX is public, every principal is able to see this message as
[IPX, IPM, SeqS, TAX, {Data}KM]. Due to the Crowds-
based forwarding strategy, the first field of the message
will be replaced while passing through the intermediate

nodes, e.g., principal Y in Fig. 6. Specifically, the package
m becomes ½IPY ; IPM ; SeqS ;TAY ; Dataf gKMf gK�1

Y � after
passing through principal Y. The fourth field also has been
changed since the accumulative timestamp has been
updated. In the same manner, this package (denoted as m′)
is encrypted by K�1

Y for signature reason. Eventually, this
message will arrive at the monitor center.

At the monitor center, received packets will be extracted
for further processing. Fields (3), (4), and (5) are used for
medical analysis. For instance, they can be utilized to
reconstruct ECG pictures. Field (5) will be decrypted by
using the corresponding private key K�1

M . Field (4) will be
used for estimating the occurrence time of this message. It
can be easily obtained by subtracting the value of field (4)
from the local time of the monitor center. By using this
value, together with the field (3) and the sender’s ID
extracted from field (5), medical information is able to be
restored. Finally, fields (3), (4), and (5) will be stored in a
secure log file for further surveillance. The log files can be
used for auditing a certain principal for its temporal change
during a long period. Such auditing is so called history-
aware timestamp statistical analysis which can be a
potential future work discussed in Section 6.
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The transmission protocol of our design only has three
steps: a delivery step, an observation step, and a report step.
In the delivery step, a sender asks some intermediate nodes
(e.g., Y and P) to forward a message to the monitor center.
In the observation step, some neighbors will monitor the
message to see if its temporal signal has been changed. In
the report step, the neighbor will deliver certain temporal
evidence to the monitor center when it has found an
abnormal modification.

We will explain the meaning of general flow step by
step. In the delivery step, X first requests Y to forward a
message m to the monitor center M (message 1). When Y
received m, it will forward m to the next hop P. Notice that
m has been changed to m′ (message 2) after passing through
P. Eventually, this message will be delivered to M. In the
observation step, when X delivers m to Y, X’s neighbor Z
will also receive the message m (message 3). Then Z will
record the message 3 as [message 3, TX], which means Z
has received the message 3 at local time TX. Similarly,
when Y sends m′ to P, Y’s neighbor Z will receive the m′
(message 4). Then Z will record the message 4 as [message
4, TY]. Of course, X can also be the observation node of Y.
Therefore, X will also receive the message m′ (message 5)
and record it as [message 5, TY′]. Notice that, TY is the local
time of Z while TY′ is the local time of X. In the report step,
if Z has found that the temporal signal of message 4 is
abnormal relative to message 3, Z will send a report
message n (message 6) to the monitor center through an
alternative path. The message n will be formed as
IPZ ; IPM ; SeqS ;TAZ ; IPZ ;TX ;m;TY ;m0f gKMf gK�1

Z

� �
. A s

we can see, the report message n has the same structure
as regular message m. The only difference is the data field
of m has been changed to the temporal evidence {IPZ, TX,
m, TY, m′} that only can be seen by the monitor center M.

4 Protocol analysis

We have already addressed the first three principals in
Section 3. In the following two subsections, we will address
principal DP4. In this subsection, we adopt the same
analysis method as in [44]. It starts with defining temporal
accountability goals. Then it will interpret traffic into
logical descriptions. After that, the initial assumptions will
be restated in a logical way. Based on the logic described in
[44], we can eventually prove that our protocol can achieve
all temporal accountability goals by using the traffic
interpretation and the initial assumptions.

4.1 Temporal accountability goals

We present accountability goals for transmission protocol
according to the definition stated in Section 3. Although the

following goals are neither necessary nor sufficient, they
seem reasonable as general goals.

G1: the monitor center M CanProve (X sees m(ti) at tx1)
G2: the monitor center M CanProve (X modifies m(ti) to m

(ti′))
G3: the monitor center M CanProve (X says m(ti′)) at tx2)

4.2 Traffic interpretation

Since an unsigned message has no effect on the achieve-
ment of the goals of accountability logic, the following
flows can be interpreted:

1) Y Receives ({SeqS, TAX, {Data}KM} SignedWith K�1
X )

2) P Receives ({SeqS, TAY, {Data}KM} SignedWith K�1
Y )

3) Z Receives ({SeqS, TAX, {Data}KM} SignedWith K�1
X )

4) Z Receives ({SeqS, TAY, {Data}KM} SignedWith K�1
Y )

5) A Receives ({SeqS, TAY, {Data}KM} SignedWith K�1
Y )

6) M Receives ({SeqS, TAZ, {IPZ, TX, ({SeqS, TAX,
{Data}KM} SignedWith K�1

X ), TY, ({SeqS, TAY, {Data}
KM} SignedWith K�1

Y )}KM} SignedWith K�1
Z )

4.3 Initial assumptions

The initial state assumptions required in the analysis are as
follows:

A1: (X says ({SeqS, TAX, {Data}KM}) at TXY) => (X
delivers Data at TXY TimestampWith TAX)

A2: M CanProve (X says ({SeqS, TAX, {Data}KM}) at TX)
and (Y says ({SeqS, TAY, {Data}KM}) at TY) => (M
CanProve (Y modifies m(TAX) to m(TAY) at TY))

4.4 Protocol analysis

& Message 1:
When Y receives message 1 at TXY, Y knows it is sent

by X based on IPX field and X’s signature. Y then can
prove the following statement by applying the account-
ability postulate [44].

Y CanProve X says SeqS ;TAX ; Dataf gKMf gð Þat TXYð Þ

This statement can be transformed by applying A1.

Y CanProve X deliversData at TXY TimestampWith TAXð Þ

When M requests the log file of Y, this statement can
be used as a temporal evidence to prove (X says m(TAX)
at TXY). This is the accountability goal G3.

& Message 2:
Y forwards the Message 1 to P as X has requested.

This message will be eventually delivered to M through

Mobile Netw Appl (2011) 16:695–712 707



P. When P receives message 2 at TYP, P can prove the
following statement by applying the accountability
postulate and A1.

PCanProve Y deliversData at TYP TimestampWith TAYð Þ

When M request the log file of P, this statement can
be used as a temporal evidence to prove (Y says m(TAY)
at TYP). This is the accountability goal G3.

& Message 3:
TA field is required when the general assumption N3

is made. When X broadcasts Message 1 with X’s
signature, its neighbor Z instantly receives this message
and records it as (Message 3, TX). TX is the local time of
Z when Z detects Message 1. Then Z can prove the
following statement by applying the accountability
postulate and A1.

Z CanProve X deliversData at TX TimestampWith TAXð Þ

When M request the log file of Z, this statement can
be used as a temporal evidence to prove (X says m(TAX)
at TX) and (Y sees m(TAX) at TX). This is the
accountability goal G1 and G3.

& Message 4:
Message 4 is similar with Message 3. By recording

the Message 4, Z can prove the following statement by
applying the accountability postulate and A1.

Z CanProve Y deliversData at TY TimestampWith TAYð Þ

TY is the local time of Z when Z detects Message 2
broadcasted by Y. When M request the log file of Z, this
statement can be used as a temporal evidence to prove
(Y says m(TAY) at TY) and (P sees m(TAY) at TY). This
is the accountability goal G1 and G3.

& Message 5:
Message 5 is also similar with Message 3. By

recording the Message 5, X can prove the following
statement by applying the accountability postulate and
A1.

X CanProve Y deliversData at TYX TimestampWith TAYð Þ

TYX is the local time of X when X detects Message 2
broadcasted by Y. When M request the log file of X,
this statement can be used as a temporal evidence to
prove (Y says m(TAY) at TY) and (P sees m(TAY) at
TYX). This is the accountability goal G1 and G3.

& Message 6:
Through checking the difference between TX and TY,

together with the difference between TAX and TAY, Z

can easily verify whether Message 3 and Message 4 are
satisfied with predefined temporal requirement (see
subsection 2.3) or not. If they do not meet the
requirement, Z will send a Message 6 to the monitor
center. When Message 6 is received by M, M can prove
the following statement by using the temporal evidence
generated by Z. M can request temporal evidences from
relevant principals to prove the authenticity of Z.
Therefore, we have:

M CanProve X says SeqS ;TAX ; Dataf gKMf gð Þat TXð Þ
and Y says SeqS ;TAY ; Dataf gKMf gð Þat TYð Þ

This statement can be transformed by applying A2.

M CanProve Y modifies m TAXð Þtom TAYð Þat TYð Þ

This is the accountability goal G2.

5 Evaluation

In addition to the above analysis, we have also evaluated
our system for its performance in temporal accountability,
time accuracy, and scalability by using a discrete event
simulation in Java environment.

We have only modeled wireless sensor and wireless AP
scenarios. No wired connection is deployed. We also
assume that no packet will be delivered over five hops to
the destination. Therefore, we distribute all nodes into five
blocks. The destination is connected to the fifth block. In
practice, there are always several intermediate nodes in the
middle of the transmission path, but few at the beginning
and the last. Due to this reason, we assign the proportion
of the nodes in each block as 1:2:4:2:1 in quantity in this
simulation. For example, if there are ten nodes in the
MSN, there will be one node in the first and fifth blocks,
two nodes in the second and fourth blocks, and four nodes
in the third block. Considering that more powerful
wireless devices (like AP’s) are close to the destination,
the average service time for each block should be
decreased along the transmission path. In a node, the
service time refers to the time period from initially getting
a message from the queue and the complete sending of
this message to the uplink. Taking the message authenti-
cation time into consideration, the average service times
for blocks 1 through block 5 are assigned as 25 ms, 20 ms,
15 ms, 10 ms, and 5 ms, respectively.

In order to simulate distinct local times for different
wireless devices, we utilize the time-driven simulation
method proposed in [55]. That is, the drift clock for each
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device is subject to three factors: offset, skew, and drift. If
the current system time is t, the drift clock D(t) can be
presented as formula (1):

DðtÞ ¼ offset þ skew� t þ drift � t2 ð1Þ

Therefore the local time L(t) can be obtained by
formula (2):

LðtÞ ¼ t þ DðtÞ
¼ offset þ skewþ 1ð Þ � t þ drift � t2

ð2Þ

As we can see, the three factors could be positive or
negative. In our simulation, all offset values are uniformly
distributed between −0.2 and 0.2, all skew values are
uniformly distributed between −0.002 and 0.002, and all
drift values are uniformly distributed between −0.0002
and 0.0002.

For simplicity, we do not consider the propagation time
of the wireless environment. Therefore, the propagation
time is assumed to be zero. Moreover, the interval time of
message arrival (the message is generated by itself, not by
receiving) at each node is exponentially distributed. The
mean interval time for each block is different. We suppose
that the mean interval time for block 1 to block 5 are: 2 s,
4 s, 8 s, 16 s, and 32 s, respectively.

For every situation, we run 100 times, 1000 seconds at a
time, and take the average value of the outputs as our
results. The simulation platform is a Windows 7 64-bit,
2 GB RAM, Intel Core 2 6400, 2.13 GHz CPU.

5.1 Temporal accountability

We have already proved temporal accountability by using
accountability logic in Section 4. Notice that the threshold
directly affects the judgments of neighbor nodes in
surveillance. A good threshold value is the key to making
our system temporal accountable. In order to evaluate what
is a good threshold, we set different threshold values and
measure the average accuracy of detection for abnormal
temporal signals.

In this simulation, we randomly set 10% of the packets
as abnormal messages by manually increasing their time-
stamps by 1 s. If there are x such packets in total and y (0<
y<x) packets have been detected by surveillance, the
accuracy of detection is y/x. For threshold, we set the value
between 1 ms (it is mean value of skew) and 100 ms (it is
less than modified value 1 s). Obviously, the threshold
cannot be too high. Otherwise, some undesirable temporal
signals with minor changes may be ignored by the
neighbors’ surveillance. The threshold cannot be too small
either, or the bias of the local clock may be regarded as
abnormal behavior.

As Fig. 7 depicts, with the increase in value of
threshold from 1 ms to 100 ms, the accuracy of detection
gradually approaches 100%. The fluctuation of each line
can be explained by the effects of topology. Some nodes
may only have two neighbors while others have five or
more. Intuitively, when malicious nodes have more
neighbors, they are more likely to be detected by more
chance. Thus, the accuracy of detection should be high.
Otherwise, they may be in conspiracy and not detected by
limited neighbors. The accuracy of detection would be low
at this time.

From the analysis and simulation results, we can see that
the threshold value should be greater than the mean value
of skew and less than the abnormal modified value. Here,
the mean value of skew is 1 ms and the modified value is
1 s; then the threshold can be select from 1 ms to 1 s. But
we need avoid unnecessary fluctuation to obtain a better
accuracy of detection. Therefore, the threshold should be
the mean value of the above range, which is 500 ms.
Hence, a good threshold for a general purpose should be set
as the mean value of the range from average skew (in
microseconds) to the trivial abnormal modified value (in
milliseconds).

5.2 Time accuracy

As illustrated in Fig. 8, with the increase in the number of
hops, the average error experiences linear growth in
milliseconds. The fluctuation of this line can be explained
by the random distribution of local drift times. Since every
hop increases the chance of time drifting of the system
time, the fact that the average error increases along with
the hop number is a normal behavior. Fortunately, in an
MSN environment, the hop number will not reach 10 and
all local drift times are too trivial to affect medical
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information. This result indicates that our protocol has
average errors between 1.2 ms and 2.3 ms. This is
acceptable in an MSN system.

5.3 Scalability

As illustrated in Fig. 9, with the increase in the number of
nodes, the average delay experiences logarithmic growth in
milliseconds which is less than 4.5 ms. This result indicates
that our protocol is scalable.

6 Future challenges

One possible future expansion is to research location
tracking. In the nursing home context, for instance,
although the patient’s room number may be revealed via
revocable anonymous technology, it is not an appropriate
way to seek the dynamic location of a mobile patient. In
practice, most of the reveal procedure needs an additional
party for surveillance. The nursing home monitor center
cannot easily carry out this task alone. Also, it must be a
quick action with no complex computing involved. How to
decrease medical response time and obtain the accurate
location of the patient, especially in emergency situations,
is a challenge for future research.

Another major concern is that the monitor center is
usually controlled by system administrators who have the
authority to access and change the stored audit data [3].
Typically, we use a TTP to supervise the MSN’s and
nursing homes. Who will be the TTP is an open question
for future work. However, using TTP to do surveillance
may be impossible in the real world. On the one hand, it is
time consuming. On the other hand, it generates more
overhead with each packet the system delivers. This is

therefore an energy consuming problem. Hence, how to
ensure the temporal accountability and anonymity in
monitor center without TTP surveillance is a significant
issue we should consider.

In addition, the role of history of the temporal records
can be used for future analysis. Current work may be
good to capture sudden timestamp anomalies (i.e., with
large timing changes). However, a smart MSN attacker
may keep sending the slowly-change irregular timestamp
records for certain periods of time. They will not send
obviously abnormal clock information in order to avoid
easy detection. For these evolution-style timing attacks,
we need to resort to cumulative, history-aware timestamp
statistical analysis to detect them.

The patient’s PDA may directly connect to the Internet
by using 3G or Wi-Fi technologies. It is unnecessary to
deliver medical information hop-by-hop among fixed
AP’s. Nevertheless, our design cannot guarantee temporal
accountability in Internet transmission. In order to enable
scalability in MSN’s, future work should address this
issue.

7 Conclusion

This paper mainly addressed temporal accountability and
anonymity issues in MSN systems. By using mutual
surveillance in a heterogeneous wireless environment,
the system that we proposed is capable of detecting
abnormal temporal signals and identifying the root causes
of such events. By adopting the Crowds anonymous
communication system, our design can also well protect
the sender’s identification of each transmitted message.
Logical analysis and simulation results indicate that, if
every two wireless communication principals have a
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mutual neighbor for surveillance, our MSN system can
make the majority of the temporal signal accountable. At
the same time, all the temporal signals can be synchro-
nized with high precision (millisecond) at the monitor
center. In addition, our design is a scalable approach that
can be deployed into any other wireless communication
system for temporal accountability objectives.
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