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Optimization Between AES Security and
Performance for IEEE 802.15.3 WPAN

Alina Olteanu, Yang Xiao, Senior Member, IEEE, and Yan Zhang, Member, IEEE

Abstract—Ultra-wideband (UWB) is a new technology that
enables wireless connectivity with consistent high data rates
across multiple devices, such as high-definition television (HDTV)
receivers, PCs, printers and digital cameras, within the digital
home, and the office. In this paper, we focus on UWB transmis-
sions where multiple accesses to the channel are coordinated by
the IEEE 802.15.3 medium access control mechanism proposed
in the IEEE 802.15.3a task group. Advanced encryption standard
(AES), the most popular encryption cipher used nowadays,
is used to ensure the security of the transmission. We study
the overhead introduced by applying the AES cipher to the
transmitted frames. Specifically, we analyze the tradeoff between
throughput, payload size, and channel error when AES is used
to encrypt the frames.

Index Terms—Advanced encryption standard (AES), bit-error
rate (BER), IEEE 802.15.3, medium access control (MAC), ultra-
wideband (UWB).

I. INTRODUCTION

ULTRA wideband is a new technology that enables wire-
less connectivity with consistent high data rates across

multiple devices and PCs within the digital home and the
office. This emerging technology provides the high band-
width that multiple digital video and audio streams require
throughout the home. The devices among which UWB makes
transmissions possible range from HDTV receivers, TV sets,
computers, printers and digital cameras, to medical monitoring
devices and vehicular radar systems.

One of the critical challenges in UWB networks is coordi-
nating multiple accesses to the channel where, for example, a
receiver may need a relatively long time to synchronize with
other transmitted signals. In this paper, we consider the IEEE
802.15.3 medium access protocol (MAC) mechanism that was
proposed in the IEEE 802.15.3a task group as the protocol
used to resolve the timing acquisition problem. The IEEE
802.15.3 MAC protocol has emerged as the result of strong
efforts for regulation and standardization. IEEE 802.15.3
supports quality of service (QoS) for real time multimedia
applications and insures reliability of delivery by adopting
error control techniques under UWB error channel conditions.
More precisely, the standard adopts three acknowledgement
(ACK) schemes known as: No-ACK, Immediate-ACK (Imm-
ACK) and Delayed-ACK (Dly-ACK). The standard is based
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on the notion of a piconet that is controlled by a piconet
coordinator (PNC) and consists of devices (DEVs) which
communicate with the PNC within given timeframes. Among
these timeframes, we distinguish the contention-free channel
time access period (CTAP) and the contention access period
(CAP).

In order to ensure secure communication in UWB networks,
an encryption mechanism must be employed to protect the
transmitted frames from potential attackers. We use AES as
our encryption scheme, as it is the most popular encryption
cipher adopted in recent years. In this paper, we analyze the
overhead introduced by AES when it is used to encrypt frames
transmitted at the MAC layer. When working under channel
error conditions, large frames need fragmentation to increase
throughput given a certain bit error rate (BER). Each small
frame, when encrypted by AES, introduces further overhead.
Under these conditions, the question becomes: what is the
optimum payload size that should be used such that maximum
throughput is achieved? We derive formulas for throughput
and payload size in both CTA and CAP access periods under
the three ACK schemes.

The major contributions of this paper are stated as follows.
This paper integrates AES security analysis into performance
analysis of IEEE 802.15.3 WPAN under error channels along
with three different acknowledgement schemes. Since security
is very important nowadays, it is important to consider secu-
rity overhead in network performance. This paper presents
several optimization problems between security and system
performance. It then resents theoretical solutions for these
optimization problems. These theoretical studies provide deep
insights into IEEE 802.15.3 system performance when ASE
security overhead is considered.

The rest of the paper is organized as follows. In Section
II, we present some related work. Section III provides an
analysis of the optimum payload with some constraints in the
contention-free period and also presents a solution to a similar
optimization problem for the CAP. In Section IV, we solve
the unconstrained throughput maximization problem both in
the contention-free CTA and in the CAP under the three
ACK schemes. Performance results related to our solutions
are presented in Section V. We make pertinent observations
about future work and draw our conclusions in Section VI.

II. RELATED WORK

The authors in [3] and [6] provided an overhead analysis
of AES in the context of network applications. The authors
first derived expressions for the total number of processing
cycles necessary for encrypting/ decrypting a block ( a unit
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Fig. 2. CTA under different ACK policies.

of plaintext in a block cipher). Next, given the IEEE 802.15.4
specification for sensor networks as an example, the number
of processing cycles of encrypting and decrypting a frame are
given in the expressions of 𝑂𝐸 and 𝑂𝐷, respectively. Based
on this data, formulas for the delay of unacknowledged and
acknowledged short and long frames are further derived. The
paper does not consider the effects of AES encryption on
throughput or payload size. In our study, we use the time
of encrypting a frame, 𝑂𝐸 , to analyze how it affects the
maximum throughput and to find out what payload size should
be used to achieve this throughput.

There is also a great deal of research devoted to the UWB
technology and the IEEE 802.15.3 MAC protocol [2], [7], [8],
[14] . A closed form solution for throughput optimization in
the contention free period (CFP) is presented in [2] for all three
ACK schemes. A numerical solution for the same problem
is also derived in the CAP case. These optimizations do not
account for encryption and the overhead that it introduces.
Our work extends the one in [2] by incorporating AES
overhead when optimizing throughput. In addition, in the CAP,
we optimize throughput depending on two factors this time:
payload size and the number of frames transmitted during this
period.

The channel time is divided into superframes, with each
superframe beginning with a beacon frame as shown in Fig.
1. The superframe is divided into three main parts: a beacon
frame, the optional contention access period (CAP), and
channel time allocation period (CTAP).

Figs. 2 (a) and (b) show CTA with the Immediate-ACK
policy and the No-ACK policy, respectively. For the Delayed-

ACK, the CTA is similar to that for the No-ACK policy except
that two additional frames follow the sequence: a delay-request
frame from the source and a delay-ACK frame, which are
separated by a SIFS (Short Interframe Space) time.

III. CONSTRAINED THROUGHPUT OPTIMIZATION

Following the notations in [2], let 𝑝𝑒 denote the bit error rate
(BER) of the channel. Let 𝐿𝑜 , 𝐿𝑎, 𝐿𝑟, and 𝐿 denote the size
of the header and trailer, the ACK frame size in bits, the delay-
request frame size in bits, and the payload size, respectively.
Let 𝐾 be the number of frames transmitted during a CTAP,
and 𝑡𝑝 be the transmission time of the preamble of the frame.
Let 𝑅𝑏 and 𝑅𝑑 be the base rate at which the control frames
and the header/trailer are transmitted, and data rate, at which
the payloads of data frames are transmitted, respectively.

The probability that a frame is successfully transmitted
under the three ACK schemes mentioned is therefore:

𝑝𝑠,𝐼 𝐴𝐶𝐾 = (1− 𝑝𝑒)
𝐿𝑜+𝐿𝑎+𝐿

𝑝𝑠,𝐷 𝐴𝐶𝐾 = (1− 𝑝𝑒)
𝐿𝑜+𝐿𝑎+𝐿𝑟+𝐿

𝑝𝑠,𝑁𝑜 𝐴𝐶𝐾 = (1− 𝑝𝑒)
𝐿𝑜+𝐿

.

A. Throughput Optimization for CFP CTA

From [3], we know that

𝑂𝐸 =

⌈
𝐿

4𝐵

⌉
𝑇𝐸 , (1)

where 4𝐵 represents the size of a block, 𝑂𝐸 denotes the
number of processing cycles of encrypting a frame, and 𝑇𝐸 is
the total number of processing cycles for encrypting a block.
By the remainder theorem [4], there exist unique integers, 𝑥
and 𝑟, such that

𝐿 = 4𝐵𝑥 + 𝑟, 0 ≤ 𝑟 < 4𝐵 (2)

By replacing 𝐿 in the expression of 𝑂𝐸 , we obtain:

𝑂𝐸 =
⌈
𝑥 +

𝑟

4𝐵

⌉
𝑇𝐸 = (𝑥 + 1)𝑇𝐸 (3)

The last equality is due to the fact that 0 < 𝑟
4𝐵 ≤ 1.

By using the remainder theorem, we have thus eliminated
the ceiling function from the encryption time expression (1),
which significantly simplifies the following calculus.

We denote by 𝐴, 𝐷 and 𝐹 in the following expressions that
are present in the normalized throughput formula (see [2]) for
𝐼 𝐴𝐶𝐾 , 𝑁𝑜 𝐴𝐶𝐾 and 𝐷 𝐴𝐶𝐾 , respectively. Let 𝑡𝑆 and
𝑡𝑀 denote SIFS (short interframe space) and MIFS (minimum
interframe space), respectively, defined in IEEE 802.15.3 [14].
Let 𝑡𝑝 denote the transmission time of the preamble. Let

𝐴 = 𝑅𝑑

(
2𝑡𝑝 +

𝐿𝑜 + 𝐿𝑎

𝑅𝑏
+ 2𝑡𝑆

)
(4)

𝐷 = 𝑅𝑑

(
𝑡𝑝 +

𝐿𝑜

𝑅𝑏
+ 𝑡𝑀

)
(5)

𝐹 = 𝑅𝑑

(
𝑡𝑝 +

𝐿𝑜

𝑅𝑏
+ 𝑡𝑀 +

𝐿𝑟 + 𝐿𝑎

𝐾𝑅𝑏
+

2𝑡𝑝 + 2𝑡𝑆
𝐾

)
(6)



6032 IEEE TRANSACTIONS ON WIRELESS COMMUNICATIONS, VOL. 8, NO. 12, DECEMBER 2009

Let 𝑆𝐼 𝐴𝐶𝐾 , 𝑆𝐷 𝐴𝐶𝐾 and 𝑆𝑁𝑜 𝐴𝐶𝐾 denote the normal-
ized throughput for the three different ACK schemes. From
[2], we have the following expressions for the normalized
throughput:

𝑆𝐼 𝐴𝐶𝐾 = (1− 𝑝𝑒)
𝐿𝑜+𝐿𝑎

𝐿 (1− 𝑝𝑒)
𝐿

𝐿 + 𝐴
(7)

𝑆𝑁𝑜 𝐴𝐶𝐾 = (1− 𝑝𝑒)
𝐿0

𝐿 (1− 𝑝𝑒)
𝐿

𝐿 + 𝐷
(8)

𝑆𝐷 𝐴𝐶𝐾 = (1− 𝑝𝑒)
𝐿0+𝐿𝑎+𝐿𝑟

𝐿 (1− 𝑝𝑒)
𝐿

𝐿 + 𝐹
(9)

Our goal is to introduce the AES overhead given by (3) into
the throughput expressions (7) - (9). By taking into account
the derived expression of 𝑂𝐸 from (3) and the payload from
(2), we obtain the following new throughput expressions as
functions of 𝑥 and 𝑟:

𝑆𝐼 𝐴𝐶𝐾 =
(1− 𝑝𝑒)

𝐿0+𝐿𝑎 (4𝐵𝑥 + 𝑟) (1− 𝑝𝑒)
4𝐵𝑥+𝑟

(4𝐵𝑥 + 𝑟) + 𝐴 + 𝑇𝐸 (𝑥 + 1)
(10)

𝑆𝑁𝑜 𝐴𝐶𝐾 =
(1− 𝑝𝑒)

𝐿0 (4𝐵𝑥 + 𝑟) (1− 𝑝𝑒)
4𝐵𝑥+𝑟

(4𝐵𝑥 + 𝑟) + 𝐷 + (𝑥 + 1)𝑇𝐸
(11)

𝑆𝐷 𝐴𝐶𝐾 =
(4𝐵𝑥 + 𝑟) (1− 𝑝𝑒)

(4𝐵𝑥+𝑟)

(4𝐵𝑥 + 𝑟) + 𝐹 + (𝑥 + 1)𝑇𝐸
(12)

Next, we introduce three optimization problems, one for
each ACK scheme, and find the maximum throughput in each
of these cases.

1) Immediate ACK:
Theorem 1. Let 𝑥∗

0 = (𝐴 + 𝑅𝑑𝑇𝐸) / ( −4𝐵 ln (1− 𝑝𝑒)).
Then the optimization problem: max𝑆𝐼 𝐴𝐶𝐾 (𝑥, 𝑟), with con-
straints 𝑥 ≥ ⌈𝑥∗

0⌉ and 𝑟 ≥ 0, has solution 𝑆𝐼 𝐴𝐶𝐾 (⌈𝑥∗
0⌉ , 0).

Moreover, the optimization problem min𝑆𝐼 𝐴𝐶𝐾 (𝑥, 𝑟) with
constraints ⌈𝑥∗

0⌉ ≤ 𝑥 ≤ ⌊𝑥0⌋ and 0 ≤ 𝑟 ≤ 4𝐵 − 1,
has solution 𝑆𝐼 𝐴𝐶𝐾 (⌊𝑥0⌋ , 4𝐵 − 1), where 𝑥0 is a positive
number greater than 𝑥∗

0.
Proof: 𝑠𝑖𝑔𝑛{∂𝑆/∂𝑥} = 𝑠𝑖𝑔𝑛{4𝐵𝐴 + 𝑅𝑑𝑇𝐸(4𝐵 −

𝑟) + 4𝐵 ln(1 − 𝑝𝑒)(4𝐵𝑥 + 𝑟)[𝐴 + 𝑅𝑑𝑇𝐸(𝑥 + 1)] +
4𝐵 ln[1 − 𝑝𝑒(4𝐵𝑥 + 𝑟)2]}. The condition 𝑥 ≥
(𝐴 + 𝑅𝑑𝑇𝐸) / (−4𝐵 ln (1− 𝑝𝑒)) in the theorem statement
is equivalent to 4𝐵 [𝐴 + 𝑅𝑑𝑇𝐸 + 4𝐵𝑥 ln (1− 𝑝𝑒)] ≤ 0.
This leads automatically to 𝑠𝑖𝑔𝑛 {∂𝑆/∂𝑥} = −1.
𝑠𝑖𝑔𝑛 {∂𝑆/∂𝑟} = 𝑠𝑖𝑔𝑛{[𝐴 + 𝑅𝑑𝑇𝐸 (𝑥 + 1)][1 +
(4𝐵𝑥 + 𝑟) ln (1− 𝑝𝑒)] + ln (1− 𝑝𝑒) (4𝐵𝑥 + 𝑟)

2} = −1
as the sum of two negative terms.

Now we can apply Lagrange’s mean value theorem [5]:
𝑆(𝑥, 𝑟)−𝑆(⌈𝑥∗

0⌉ , 0) = ∂𝑆
∂𝑥 (𝑢1, 𝑢2)(𝑥 − 𝑥∗

0)+
∂𝑆
∂𝑟 (𝑢1, 𝑢2)𝑟 ≤

0 as the sum of two negative terms. Therefore, the maximum
throughput is 𝑆𝐼 𝐴𝐶𝐾 (⌈𝑥∗

0⌉ , 0).
The minimum emerges by applying the same La-

grange mean value theorem for the difference 𝑆 (𝑥, 𝑟) −
𝑆 (⌊𝑥0⌋ , 4𝐵 − 1) and showing that it is positive. The min-
imum is therefore 𝑆𝐼 𝐴𝐶𝐾 (⌊𝑥0⌋ , 4𝐵 − 1).

Theorem 1 finds the maximum and minimum throughput
when some upper and lower bound constraints are imposed

on 𝑥. Intuitively, 𝑥 represents the number of blocks contained
in a payload 𝐿. It then makes sense to have a lower bound and
an upper bound on the number of blocks, which is equivalent
to avoiding having too small or too large of a payload.

2) No ACK:
Theorem 2. Let 𝑥∗

1 = (𝐷 + 𝑅𝑑𝑇𝐸) / ( −4𝐵 ln (1− 𝑝𝑒)).
Then the optimization problem: max𝑆𝑁𝑜 𝐴𝐶𝐾 (𝑥, 𝑟) with
constraints 𝑥 ≥ ⌈𝑥∗

1⌉ and 𝑟 ≥ 0, has solution
𝑆𝑁𝑜 𝐴𝐶𝐾 (⌈𝑥∗

1 ⌉ , 0). Moreover, the optimization problem
min𝑆𝑁𝑜 𝐴𝐶𝐾 (𝑥, 𝑟) with constraints ⌈𝑥∗

1⌉ ≤ 𝑥 ≤ ⌊𝑥1⌋ and
0 ≤ 𝑟 ≤ 4𝐵 − 1, has solution 𝑆𝑁𝑜 𝐴𝐶𝐾 (⌊𝑥1⌋ , 4𝐵 − 1),
where 𝑥1 is a positive number.

Proof: The first order partial derivatives of 𝑆𝑁𝑜 𝐴𝐶𝐾 are
the same as in Theorem 1, with the sole difference being that
𝐴 is replaced by 𝐷 in this case. The proof follows the one of
Theorem 1.

3) Delayed ACK:
Theorem 3. Let 𝑥∗

2 = (𝐹 + 𝑅𝑑𝑇𝐸) / ( −4𝐵 ln (1− 𝑝𝑒)),
where 𝐹 is given by (6). Then the optimization problem:
max𝑆𝐷 𝐴𝐶𝐾 (𝑥, 𝑟) with constraints 𝑥 ≥ ⌈𝑥∗

2⌉ and 𝑟 ≥ 0, has
solution 𝑆𝐷 𝐴𝐶𝐾 (⌈𝑥∗

2 ⌉ , 0). Moreover, the optimization prob-
lem min𝑆𝐷 𝐴𝐶𝐾 (𝑥, 𝑟) with constraints ⌈𝑥∗

2⌉ ≤ 𝑥 ≤ ⌊𝑥2⌋
and 0 ≤ 𝑟 ≤ 4𝐵 − 1, has solution 𝑆𝐷 𝐴𝐶𝐾 (⌊𝑥2⌋ , 4𝐵 − 1),
where 𝑥2 is a positive number.

Proof: See Theorems 1 and 2 for the proof.

B. Throughput Optimization for CAP

We again follow the notations from [2]. As in [2], let
𝑇𝐴𝐶𝐾 𝑇𝑂 be the timeout value waiting for an ACK and 𝜏
be the probability that a station transmits during a generic
slot time. From [2], we know that the probability that the
channel is busy, 𝑝𝑏, is given by: 𝑝𝑏 = 1 − (1− 𝜏 )

𝑛. Also,
𝑃𝑠, the probability that a transmission is successful during a
particular slot time is given by:

𝑃𝑠 =

⎧⎨
⎩

𝑛𝜏 (1− 𝜏 )
𝑛−1

𝑝𝑠,𝑁𝑜 𝐴𝐶𝐾 , for𝑁𝑜 𝐴𝐶𝐾

𝑛𝜏 (1− 𝜏 )𝑛−1 𝑝𝑠,𝐼 𝐴𝐶𝐾 , for 𝐼 𝐴𝐶𝐾

𝑛𝜏 (1− 𝜏 )
𝑛−1

(1− 𝑝𝑒)
𝐿𝑟+𝐿𝑎 , for𝐷 𝐴𝐶𝐾

(13)

We denote the duration of a slot time by 𝛿, the time of
a successful transmission by 𝑇𝑠, and the time of a failed
transmission by 𝑇𝑓 . Let 𝑡𝐵 denote BIFS (backoff interframe
space). According to [2], the equations for 𝑇𝑠 and 𝑇𝑓 are given
by

𝑇𝑠 =⎧⎨
⎩

𝑡𝑝 +
𝐿𝑜

𝑅𝑏
+ 𝐿

𝑅𝑑
+ 𝑡𝐵, for 𝑁𝑜 𝐴𝐶𝐾

2𝑡𝑝 +
𝐿𝑜

𝑅𝑏
+ 𝐿

𝑅𝑑
+ 𝑡𝑆 + 𝐿𝑎

𝑅𝑏
+ 𝑡𝐵 , for 𝐼 𝐴𝐶𝐾

𝐾
(

𝑡𝑝 +
𝐿𝑜

𝑅𝑏
+ 𝐿

𝑅𝑑
+ 𝑡𝑀

)
+ 2𝑡𝑝 + 𝑡𝑆+

𝐿𝑟+𝐿𝑎

𝑅𝑏
+ 𝑡𝐵, for 𝐷 𝐴𝐶𝐾

(14)

𝑇𝑓 =⎧⎨
⎩

𝑡𝑝 +
𝐿𝑜

𝑅𝑏
+ 𝐿

𝑅𝑑
+ 𝑡𝐵, for 𝑁𝑜 𝐴𝐶𝐾

𝑡𝑝 +
𝐿𝑜

𝑅𝑏
+ 𝐿

𝑅𝑑
+ 𝑡𝐴𝐶𝐾 𝑇𝑂 + 𝑡𝐵, for 𝐼 𝐴𝐶𝐾

𝐾
(

𝑡𝑝 +
𝐿𝑜

𝑅𝑏
+ 𝐿

𝑅𝑑
+ 𝑡𝑀

)
+ 𝑡𝑝 +

𝐿𝑟

𝑅𝑏

+𝑡𝐴𝐶𝐾 𝑇𝑂 + 𝑡𝐵, for 𝐷 𝐴𝐶𝐾

(15)



OLTEANU et al.: OPTIMIZATION BETWEEN AES SECURITY AND PERFORMANCE FOR IEEE 802.15.3 WPAN 6033

Accounting for equations (14) and (15), the normalized
throughput from [2] is:

𝑆𝑁𝑜 𝐴𝐶𝐾 =
𝑃𝑠

𝐿
𝑅𝑑

(1− 𝑝𝑏) 𝛿 + 𝑃𝑠𝑇𝑠 + (𝑝𝑏 − 𝑃𝑠)𝑇𝑓
(16)

𝑆𝐼 𝐴𝐶𝐾 =
𝑃𝑠𝐿/𝑅𝑑

(1− 𝑝𝑏) 𝛿 + 𝑃𝑠𝑇𝑠 + (𝑝𝑏 − 𝑃𝑠)𝑇𝑓
(17)

𝑆𝐷 𝐴𝐶𝐾 =

𝑃𝑠

𝐾∑
𝑖=1

𝐿
𝑅𝑑

(1−𝑝𝑒)
𝐿𝑜+𝐿

(1−𝑝𝑏)𝛿+𝑃𝑠𝑇𝑠+(𝑝𝑏−𝑃𝑠)𝑇𝑓

=
𝑃𝑠𝐾

𝐿
𝑅𝑑

(1−𝑝𝑒)
𝐿𝑜+𝐿

(1−𝑝𝑏)𝛿+𝑃𝑠𝑇𝑠+(𝑝𝑏−𝑃𝑠)𝑇𝑓
.

(18)

Consider the case of 𝑆𝐼 𝐴𝐶𝐾 . By replacing 𝑇𝑠 and 𝑇𝑓 in
the denominator with their expressions from (14) and (15),
respectively, and then grouping by 𝑃𝑠 and 𝑝𝑏, we obtain the
following expressions denoted by 𝐴1 and 𝐴2:

𝐴1 = (1− 𝑝𝑏) 𝛿 + 𝑃𝑠 (𝑡𝑝 + 𝑡𝑆 + 𝐿𝑎/𝑅𝑏 − 𝑡𝐴𝐶𝐾 𝑇𝑂) (19)

,

𝐴2 = 𝑝𝑏 (𝑡𝑝 + 𝑡𝐵 + 𝐿𝑜/𝑅𝑏 + 𝑡𝐴𝐶𝐾 𝑇𝑂) . (20)

Proceeding in a similar manner for 𝑆𝑁𝑜 𝐴𝐶𝐾 and
𝑆𝐷 𝐴𝐶𝐾 , we further define constants 𝐴3, and 𝐴4, 𝐴5, re-
spectively:

𝐴3 = (1− 𝑝𝑏) 𝛿 + 𝑝𝑏

(
𝑡𝑝 +

𝐿𝑜

𝑅𝑏
+ 𝑡𝐵

)
, (21)

𝐴4 = (1− 𝑝𝑏) 𝛿 + 𝑃𝑠

(
𝑡𝑝 + 𝑡𝑆 +

𝐿𝑎

𝑅𝑏
+ 𝑡𝐴𝐶𝐾 𝑇𝑂

)
, (22)

𝐴5 =

𝑝𝑏[𝐾(𝑡𝑝 +
𝐿𝑜

𝑅𝑏
+ 𝑡𝑀 ) + 𝑡𝑝 +

𝐿𝑟

𝑅𝑏
+ 𝑡𝐴𝐶𝐾 𝑇𝑂 + 𝑡𝐵]

(23)

As in the previous subsection, we consider payload 𝐿 as
having the form: 𝐿 (𝑥, 𝑟) = 4𝐵𝑥 + 𝑟, where 𝑟 is a natural
number, 𝑟 ≤ 4𝐵 − 1.

We now have all of the elements needed to define the new
throughput in the three ACK schemes while considering for
the AES overhead. The throughput is thus given by:

𝑆𝐼 𝐴𝐶𝐾 =
𝑃𝑠(4𝐵𝑥 + 𝑟)/𝑅𝑑

𝐴1 + 𝐴2 +
𝑝𝑏

𝑅𝑑
(4𝐵𝑥 + 𝑟) + (𝑥 + 1) 𝑇𝐸

, (24)

𝑆𝑁𝑜 𝐴𝐶𝐾 =
(4𝐵𝑥 + 𝑟)𝑃𝑠/𝑅𝑑

𝐴3 + (4𝐵𝑥 + 𝑟) 𝑝𝑏/𝑅𝑑 + 𝑝𝑏𝑇𝐸 (𝑥 + 1)
, (25)

𝑆𝐷 𝐴𝐶𝐾 =

𝐾𝑃𝑠

𝑅𝑑
(1− 𝑝𝑒)

𝐿𝑎 (4𝐵𝑥 + 𝑟) (1− 𝑝𝑒)
4𝐵𝑥+𝑟

𝐴4 + 𝐴5 +
𝑝𝑏

𝑅𝑑
(4𝐵𝑥 + 𝑟) + 𝑝𝑏𝑇𝐸 (𝑥 + 1)

(26)

1) Immediate ACK:
Consider the throughput expression for the Immediate ACK

scheme in CAP, as given by (24).
Theorem 4 finds the maximum throughput, 𝑆𝐼 𝐴𝐶𝐾 , when

an upper bound constraint is imposed on the AES encryption
time. This type of constraint is equivalent to the upper bound
constraints on the payload (number of blocks in the payload)
from the previous subsection.

Theorem 4. Let 𝑂𝐸,𝑀𝐴𝑋 be a given positive constant.
We use 𝑂𝐸,𝑀𝐴𝑋 as an upper bound for the permit-
ted encryption time overhead. Consider the following op-
timization problem: max {𝑆𝐼 𝐴𝐶𝐾 (𝑥, 𝑟)}, with constraint
𝑂𝐸 ≤ 𝑂𝐸,𝑀𝐴𝑋 . The solution of this problem is given by
𝑆𝐼 𝐴𝐶𝐾 (𝑂𝐸,𝑀𝐴𝑋/𝑇𝐸 , 4𝐵 − 1).

Proof: 𝑠𝑖𝑔𝑛 {∂𝑆/∂𝑥}
= 𝑠𝑖𝑔𝑛 {4𝐵 (𝐴1 + 𝐴2) + 𝑝𝑏𝑇𝐸 (4𝐵 − 𝑟)} =

𝑠𝑖𝑔𝑛 {4𝐵 (𝐴1 + 𝐴2) + 4𝐵𝑝𝑏𝑇𝐸 (1− 𝑟/(4𝐵))} . Notice
that (𝑝𝑏 − 𝑟/(4𝐵)) is greater than 0. In addition, in the
hypothesis that 𝑝𝑏 − 𝑃𝑠 > 0 ([2]), the expression 𝐴1 + 𝐴2 is
greater than 1. Therefore, 𝑠𝑖𝑔𝑛 {∂𝑆/∂𝑥} = +1.

We now consider the signature of the partial
derivative of 𝑆 with respect to 𝑟: 𝑠𝑖𝑔𝑛 {∂𝑆/∂𝑟} =
𝑠𝑖𝑔𝑛 {4𝐵 (𝐴1 + 𝐴2 + 𝑝𝑏 (𝑥 + 𝑟)𝑇𝐸)} = +1. Therefore,
both first order partial derivatives are positive. This implies
that S is an increasing function of both 𝑥 and 𝑟, so
that 𝑆𝐼 𝐴𝐶𝐾 is an increasing function of 𝐿. Therefore,
max {𝑆𝐼 𝐴𝐶𝐾 (𝑥, 𝑟)} = 𝑆 (𝑥∗, 𝑟∗), where 𝑥∗ and 𝑟∗ are
the maximum values dictated by the constraints in the
theorem statements: 𝑥 ≤ 𝑂𝐸,𝑀𝐴𝑋/𝑇𝐸 and 𝑟 ≤ 4𝐵 − 1. The
constrained extreme point is: (𝑂𝐸,𝑀𝐴𝑋/𝑇𝐸, 4𝐵 − 1). We
consider (⌊𝑂𝐸,𝑀𝐴𝑋/𝑇𝐸⌋ , 4𝐵 − 1) as the actual solution,
because we are working with integer values for 𝑥, 𝑟, and 𝐿.

The partial order derivatives of 𝑆𝐼 𝐴𝐶𝐾 with respect to 𝑥
and 𝑟 are both positive, which implies that the throughput is
an increasing function of 𝐿. To find a maximum point, we
therefore need some restriction on 𝐿, or equivalently on the
encryption time 𝑂𝐸 which is linear in 𝐿.

2) No ACK:
Let 𝑆𝑁𝑜 𝐴𝐶𝐾 be as in (25).
Theorem 5.The optimization problem:

max𝑆𝑁𝑜 𝐴𝐶𝐾 (𝑥, 𝑟) with constraints 𝑥 ≤ ⌊𝑥3⌋ and
0 ≤ 𝑟 ≤ 4𝐵 − 1, has a solution 𝑆𝑁𝑜 𝐴𝐶𝐾 (⌊𝑥1⌋ , 4𝐵 − 1),
where 𝑥3 is a positive number.

Proof: 𝑠𝑖𝑔𝑛 {∂𝑆/∂𝑥}
= 𝑠𝑖𝑔𝑛 {4𝐵 (𝐴3 + 𝑇𝐸)− 𝑟𝑇𝐸} = +1 and

𝑠𝑖𝑔𝑛 {∂𝑆/∂𝑟} = 𝑠𝑖𝑔𝑛{(𝐴3 + 4𝐵𝑃𝑏/𝑅𝑑)𝑥 +
𝑝𝑏 (𝑥 + 1)𝑇𝐸} = +1. From the signature of the first
order partial derivatives, since 𝐴3 is a positive constant, we
infer that 𝑆𝑁𝑜 𝐴𝐶𝐾 is an increasing function of both 𝑥 and
𝑟. Therefore, the maximum is reached with the maximum
values of 𝑥 and 𝑟.

3) Delayed ACK:
Theorem 6 solves the problem of finding the maximum and

minimum throughputs with some constraints on the number of
blocks 𝑥 contained in the payload. Recall that the throughput
𝑆𝐷 𝐴𝐶𝐾 is given by (26) above. The maximum is reached
in the lower left corner of the horizontal strip defined by the
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constraints, while the minimum is reached in the upper right
hand corner of the rectangle defined by the added constraints.

Theorem 6. Let 𝑥∗
4 = −1/4𝐵 ln (1− 𝑝𝑒). Then the opti-

mization problem: max𝑆𝐷 𝐴𝐶𝐾 (𝑥, 𝑟) with constraints 𝑥 ≥
⌈𝑥∗

4⌉ and 4𝐵−1 ≥ 𝑟 ≥ 0, has a solution 𝑆𝐷 𝐴𝐶𝐾 (⌈𝑥∗
4 ⌉ , 0).

Moreover, the optimization problem min𝑆𝐷 𝐴𝐶𝐾 (𝑥, 𝑟) with
constraints⌈𝑥∗

4⌉ ≤ 𝑥 ≤ ⌊𝑥4⌋ and 0 ≤ 𝑟 ≤ 4𝐵 − 1, has
a solution 𝑆𝐷 𝐴𝐶𝐾 (⌊𝑥1⌋ , 4𝐵 − 1), where 𝑥4 is a positive
number greater than 𝑥∗

4.
Proof: 𝑠𝑖𝑔𝑛 {∂𝑆/∂𝑥}

= 𝑠𝑖𝑔𝑛{4𝐵 (𝐴4 + 𝐴5 + 𝑇𝐸) [1 + (4𝐵𝑥 + 𝑟) ln (1− 𝑝𝑒)]+
4𝐵 (4𝐵𝑥 + 𝑟) ln (1− 𝑝𝑒) [𝑝𝑏(4𝐵𝑥 + 𝑟)/𝑅𝑑 + 𝑥𝑇𝐸 ] − 𝑟𝑇𝐸}.
Recall that 𝐴4 and 𝐴5 are constants such that 𝐴4 + 𝐴5 > 0
(equations (22) and (23)).

Since ln (1− 𝑝𝑒) < 0 and 𝑟 ≥ 0, in order for this derivative
to be negative, it suffices that 1 + (4𝐵𝑥 + 𝑟) ln (1− 𝑝𝑒) ≤ 0
for all 𝑟 ≥ 0, which is true, since 𝑥 ≥ ⌈𝑥∗

4⌉. This
implies:𝑠𝑖𝑔𝑛 {∂𝑆/∂𝑥} = −1 on the considered strip.

𝑠𝑖𝑔𝑛 {∂𝑆/∂𝑟} = 𝑠𝑖𝑔𝑛{[1 + (4𝐵𝑥 + 𝑟) ln (1− 𝑝𝑒)](𝐴4 +
𝐴5 + 𝑇𝐸 + 𝑥𝑇𝐸) + 𝑝𝑏 (4𝐵𝑥 + 𝑟)

2
ln (1− 𝑝𝑒)/𝑅𝑑} =

−1. We again apply the Lagrange mean value theorem
[5]. 𝑆 (𝑥, 𝑟) − 𝑆 (𝑥4, 4𝐵 − 1) = ∂𝑆

∂𝑥 (𝑢1, 𝑢2) (𝑥 − 𝑥4) +
∂𝑆
∂𝑟 (𝑢1, 𝑢2) (𝑟 − 4𝐵 + 1) . The difference is positive as the
sum of two positive terms. The conclusion follows.

IV. UNRESTRICTED OPTIMUM THROUGHPUT

In this section, we derive an unrestricted optimum through-
put for each of the three ACK schemes in the contention-free
CTA and in the CAP under error channel conditions.

The optimization problem that we propose is: Given 𝑝𝑒 and
the AES encryption time of a frame given by (1), what is
the payload size that maximizes throughput under Immediate
ACK, No ACK, and Delayed ACK schemes?

We derive a close form solution for the throughput in each
case. As in [2], this solution has the same format for all three
ACK schemes. Moreover, we show that the optimum payload
which solves the problem can be upper bounded by the same
quantity under all three ACK mechanisms.

Following the notations from Section III, let 𝐴, 𝐷 and 𝐹
be some rational constants, given by formulas (2), (3) and (4),
respectively.

As in Section III, let 𝐿 be represented by the remainder
theorem: 𝐿 = 4𝐵𝑥+𝑟. If we consider the encryption time 𝑂𝐸

given by (1), we obtain 𝑂𝐸 =
⌈
𝑥 + 𝑟

4𝐵

⌉
𝑇𝐸 = (𝑥 + 1)𝑇𝐸 . By

further replacing 𝑥 with 𝐿−𝑟
4𝐵 , we have: 𝑂𝐸 =

(
𝐿−𝑟
4𝐵 + 1

)
𝑇𝐸 .

A. Unrestricted Optimum for CFP CTA

1) Immediate ACK:
From [2], taking into account the encryption time overhead

and the observations above, we have:

𝑆𝐼 𝐴𝐶𝐾 = (1− 𝑝𝑒)
𝐿0+𝐿𝑎

𝐿 (1− 𝑝𝑒)
𝐿

𝐿 + 𝐴 + 𝑇𝐸 (1 + (𝐿 − 𝑟)/(4𝐵))
.

Taking the derivative with respect to 𝐿, after an el-
ementary calculation, we obtain:𝑠𝑖𝑔𝑛{𝑑𝑆𝐼 𝐴𝐶𝐾/𝑑𝐿} =
𝑠𝑖𝑔𝑛{𝐴 + 𝑅𝑑𝑇𝐸 (1− 𝑟/(4𝐵)) + 𝐿 ln (1− 𝑝𝑒) [𝐿 + 𝐴 +
𝑅𝑑𝑇𝐸 ((𝐿 − 𝑟)/(4𝐵) + 1)]} . By equating the derivative

of 𝑆𝐼 𝐴𝐶𝐾 to 0, we have: 𝐿𝑜𝑝𝑡 = −(𝐴+𝑅𝑑𝑇𝐸)
2(1+𝑅𝑑𝑇𝐸/(4𝐵)) +√

[𝐴+𝑅𝑑𝑇𝐸/(4𝐵)]2+4𝑅𝑑𝑇𝐸(1+𝑅𝑑𝑇𝐸/(4𝐵))/(− ln(1−𝑝𝑒))

2(1+𝑅𝑑𝑇𝐸/(4𝐵)) .

Following the principle(𝑎 + 𝑏) (𝑎 − 𝑏) = 𝑎2−𝑏2, the square
root in the numerator is eliminated by multiplying it by the
conjugate. We further obtain:

𝐿𝑜𝑝𝑡 =
2𝑅𝑑𝑇𝐸/(− ln(1−𝑝𝑒))√

(4𝐵𝐴+𝑅𝑑𝑇𝐸)2+
4𝑅𝑑𝑇𝐸(4𝐵+𝑅𝑑𝑇𝐸)

(− ln(1−𝑝𝑒))
+(4𝐵𝐴+𝑅𝑑𝑇𝐸)

(27)

Using the fact that the denominator is greater than 2, it
results that 𝐿𝑜𝑝𝑡,𝐼 𝐴𝐶𝐾 < 1/(− ln (1− 𝑝𝑒)).

2) No ACK:
The expression of 𝑆𝑁𝑜 𝐴𝐶𝐾 is given by:

𝑆𝑁𝑜 𝐴𝐶𝐾 = (1− 𝑝𝑒)
𝐿0

𝐿 (1− 𝑝𝑒)
𝐿

𝐿 + 𝐷 + 𝑇𝐸 (1 + (𝐿 − 𝑟)/(4𝐵))
.

Since 0 ≤ 𝑟 ≤ 4𝐵 − 1, and since AES adopts 128-bit blocks
([3]), the value 𝐵 = 4 holds. It can then be easily seen
that the value of 𝑟 for which the expression on the right-
hand side is maximized is 15. By letting this expression be
𝑆𝑁𝑜 𝐴𝐶𝐾,𝑟=15, we have: 𝑆𝑁𝑜 𝐴𝐶𝐾 ≤ 𝑆𝑁𝑜 𝐴𝐶𝐾,𝑟=15 =

(1− 𝑝𝑒)
𝐿0 𝐿(1−𝑝𝑒)

𝐿

𝐿+𝐷+𝑅𝑑𝑇𝐸(1+(𝐿−15)/16) .
We now take the derivative of 𝑆𝑁𝑜 𝐴𝐶𝐾,𝑟=15

with respect to 𝐿: 𝑠𝑖𝑔𝑛{ 𝑑𝑆𝑁𝑜 𝐴𝐶𝐾,𝑟=15

𝑑𝐿 } =
𝑠𝑖𝑔𝑛{ln (1− 𝑝𝑒) (16 + 𝑅𝑑𝑇𝐸)𝐿2 + ln (1− 𝑝𝑒) (16𝐷 +
𝑅𝑑𝑇𝐸)𝐿 + 𝑅𝑑𝑇𝐸}.

By equating the right-hand side to 0, we obtain the optimum
payload 𝐿𝑜𝑝𝑡 that maximizes 𝑆𝑁𝑜 𝐴𝐶𝐾,𝑟=15 and, implicitly,
𝑆𝑁𝑜 𝐴𝐶𝐾 . We then have:

𝐿𝑜𝑝𝑡 =

−(16𝐷+𝑅𝑑𝑇𝐸)+

√
(16𝐷+𝑅𝑑𝑇𝐸)2+

4𝑅𝑑𝑇𝐸(16+𝑅𝑑𝑇𝐸)
− ln(1−𝑝𝑒)

2(16+𝑅𝑑𝑇𝐸) .
(28)

By simplifying we obtain:

𝐿𝑜𝑝𝑡 =
2𝑅𝑑𝑇𝐸/(− ln(1−𝑝𝑒))√

(16𝐷+𝑅𝑑𝑇𝐸)2+
4𝑅𝑑𝑇𝐸(16+𝑅𝑑𝑇𝐸)

− ln(1−𝑝𝑒)
+(16𝐷+𝑅𝑑𝑇𝐸)

≤ 𝑅𝑑𝑇𝐸/(− ln(1−𝑝𝑒))
16𝐷+𝑅𝑑𝑇𝐸≤ 1

− ln(1−𝑝𝑒)
.

3) Delayed ACK:

𝑆𝐷 𝐴𝐶𝐾 =
(1− 𝑝𝑒)

𝐿0+𝐿𝑎+𝐿𝑟 𝐿 (1− 𝑝𝑒)
𝐿

𝐿 + 𝐹 + 𝐿𝑅𝑑𝑇𝐸/16 + 𝑅𝑑𝑇𝐸/16
.

By following the same approach we obtain:

𝐿𝑜𝑝𝑡 =

−(16𝐹+𝑅𝑑𝑇𝐸)+

√
(16𝐹+𝑅𝑑𝑇𝐸)2+

4𝑅𝑑𝑇𝐸(16+𝑅𝑑𝑇𝐸)
− ln(1−𝑝𝑒)

2(16+𝑅𝑑𝑇𝐸)

(29)

and 𝐿𝑜𝑝𝑡 ≤ 1
− ln(1−𝑝𝑒)

.
From (27), (28), and (29), it can be seen that the optimum

payloads for the three ACK schemes have the same format.
Moreover, 𝐿𝑜𝑝𝑡,𝐼 𝐴𝐶𝐾 , 𝐿𝑜𝑝𝑡,𝑁𝑜 𝐴𝐶𝐾 , and 𝐿𝑜𝑝𝑡,𝐷 𝐴𝐶𝐾 can
all be upper bounded by the same quantity: 1/− ln (1− 𝑝𝑒).

By expressing 𝐿 with the use of the remainder theorem, and
therefore working with integers (𝐿 = 4𝐵𝑥 + 𝑟), we obtain a
finite range of values for 𝐿𝑜𝑝𝑡.
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B. Unrestricted Optimum for CAP

1) Immediate ACK:
Recall the constants 𝐴1 and 𝐴2 given by (19), (20). The

throughput is:

𝑆𝐼 𝐴𝐶𝐾 =
𝑃𝑠𝐿/𝑅𝑑

𝐴1 + 𝐴2 +
𝑝𝑏

𝑅𝑑
𝐿 +

(
𝐿−𝑟
4𝐵 + 1

)
𝑇𝐸

.

𝑆𝐼 𝐴𝐶𝐾 ≤ 𝑆 =
(1− 𝑝𝑒)

𝐿𝑜+𝐿𝑎+𝐿 𝐿

𝐴 + 𝐿 (1 + 𝑅𝑑𝑇𝐸/(4𝐵))
,

where

𝐴 = 𝑅𝑑 [2𝑡𝑝 + (𝐿𝑜 + 𝐿𝑎)/𝑅𝑏 + 2𝑡𝑆 + 𝑇𝐸/(4𝐵)] .

𝑠𝑖𝑔𝑛

{
𝑑𝑆

𝑑𝐿

}
= 𝑠𝑖𝑔𝑛

{
ln (1− 𝑝𝑒) (1 + 𝑅𝑑𝑇𝐸/(4𝐵))𝐿2

+𝐴 ln (1− 𝑝𝑒)𝐿 + 𝐴
}

.

The positive root of the derivative is:

𝐿𝑜𝑝𝑡

=
−𝐴 ln(1−𝑝𝑒)−

√
[𝐴 ln(1−𝑝𝑒)]

2−4𝐴 ln(1−𝑝𝑒)(1+𝑅𝑑𝑇𝐸/(4𝐵))

2 ln(1−𝑝𝑒)(1+𝑅𝑑𝑇𝐸/(4𝐵))

=
2𝐴/(− ln(1−𝑝𝑒))

𝐴+
√

𝐴2−4𝐴(1+𝑅𝑑𝑇𝐸)/ln(1−𝑝𝑒)
≤ 1

− ln(1−𝑝𝑒)
.

2) No ACK:
The throughput in the No ACK scheme is given by:

𝑆𝑁𝑜 𝐴𝐶𝐾 =
𝐿𝑃𝑠/𝑅𝑑

𝐴3 + 𝐿𝑝𝑏/𝑅𝑑 + 𝑝𝑏𝑇𝐸

(
𝐿−𝑟
4𝐵 + 1

) ,

where 𝐴3 is the constant from (21). Observe that:

𝑆𝑁0 𝐴𝐶𝐾

≥ 𝑆 =
𝐿𝑃𝑠/𝑅𝑑

𝐴3 + 𝐿𝑝𝑏/𝑅𝑑 + 𝐿𝑝𝑏𝑇𝐸/(4𝐵) + 𝑝𝑏𝑇𝐸/(4𝐵)
.

𝑠𝑖𝑔𝑛

{
𝑑𝑆

𝑑𝐿

}
= 𝑠𝑖𝑔𝑛 {𝐴3 + 𝑝𝑏𝑇𝐸/(4𝐵)} = +1.

This implies that 𝑆 is an increasing function of 𝐿, and we
can easily see that 𝑆 is concave. We have:

𝑆 (∞) = lim
𝐿→∞

𝑆 (𝐿) = 4𝐵𝑃𝑠/[𝑝𝑏 (4𝐵 + 𝑅𝑑𝑇𝐸)].

𝑆 (∞)− 𝑆 (𝐿) = 𝑐
1

𝐿
,

where

𝑐 =
𝑃𝑠

𝑅𝑑

𝐴3 + 𝑅𝑑𝑇𝐸/(4𝐵)

[𝑝𝑏 (1/𝑅𝑑 + 𝑇𝐸/(4𝐵))]
2 .

The maximum payload 𝐿 can then be chosen to be suffi-
ciently large such that the fraction 𝑐/𝐿 is sufficiently small.
The throughput is therefore close to the maximum.

3) Delayed ACK:
Let 𝐶 be a constant denoting:

𝐶 = (1− 𝑝𝑏) 𝛿 + 𝑃𝑠

(
𝑡𝑝 + 𝑡𝑆 + 𝐿𝑎

𝑅𝑏
+ 𝑡𝐴𝐶𝐾 𝑇𝑂

)
+ 𝑝𝑏[

𝐾
(

𝑡𝑝 +
𝐿𝑜

𝑅𝑏
+ 𝑡𝑀

)
+ 𝑡𝑝 +

𝐿𝑟

𝑅𝑏
+ 𝑡𝐴𝐶𝐾 𝑇𝑂 + 𝑡𝐵

]
+𝑝𝑏𝑇𝐸 (1− 𝑟/(4𝐵)) .

The throughput for Delayed ACK scheme in the CAP is
given by:

𝑆𝐷 𝐴𝐶𝐾 =
𝑃𝑠𝐾

𝑅𝑑
(1− 𝑝𝑒)

𝐿𝑎
𝐿 (1− 𝑝𝑒)

𝐿

𝐶 + (𝐾𝑝𝑏/𝑅𝑑 + 𝑝𝑏𝑇𝐸/16)𝐿
.

By taking the derivative with respect to 𝐿 and equating
to 0, we obtain the optimum payload which maximizes the
throughput:

𝑠𝑖𝑔𝑛

{
𝑑𝑆𝐷 𝐴𝐶𝐾

𝑑𝐿

}

= 𝑠𝑖𝑔𝑛
{
(1− 𝑝𝑒)

𝐿
[(1 + 𝐿 ln (1− 𝑝𝑒))(

𝐶 + 𝐿𝑝𝑏

(
𝐾

𝑅𝑑
+

𝑇𝐸

16

))
− 𝐿𝑝𝑏

(
𝐾

𝑅𝑑
+

𝑇𝐸

16

)]}
= 𝑠𝑖𝑔𝑛 {𝐶 + 𝐶 ln (1− 𝑝𝑒)+

𝑝𝑏𝐿
2 ln (1− 𝑝𝑒)

(
𝐾

𝑅𝑑
+

𝑇𝐸

16

)}
.

The equation above has only one positive solution. By
further observing that the throughput goes to zero when the
payload is too small or too large, we can infer that this solution
is a maximum point.

This implies:

𝐿𝑜𝑝𝑡 =
−𝐶 ln(1−𝑝𝑒)+

√
𝐶2 ln2(1−𝑝𝑒)−4𝐶𝑝𝑏 ln(1−𝑝𝑒)(𝐾/𝑅𝑑+𝑇𝐸/16)

2𝑝𝑏 ln(1−𝑝𝑒)(𝐾/𝑅𝑑+𝑇𝐸/16)

= 2𝐶/(− ln(1−𝑝𝑒))√
𝐶2−4𝐶𝑝𝑏(𝐾/𝑅𝑑+𝑇𝐸/16)/ln(1−𝑝𝑒)+𝐶

By observing that the quantity
4𝐶𝑝𝑏

(
𝐾
𝑅𝑑

+
𝑇𝐸
16

)
ln(1−𝑝𝑒)

is positive,
we can neglect it and bound the fraction by:

𝐿𝑜𝑝𝑡 ≤ 1

− ln (1− 𝑝𝑒)
.

V. PERFORMANCE EVALUATION

We have plotted the analytical results from Section IV for
both CTA and CAP. We used the following parameters for
our experiments: BIFS = 9.4 𝜇𝑠, SIFS = MIFS = 8 𝜇𝑠, 𝐿𝑜 =
𝐿𝑎 = 𝐿𝑟 = 14 bytes, 𝑡𝑝 = 9.4𝜇𝑠, 𝑅𝑏 and 𝑅𝑑 = 54Mb/s,
𝐵 = 4bytes, 𝑛 = 10 stations, 𝛿 = 6𝜇𝑠, 𝐾 = 5, 𝐵𝐸𝑅 =
𝑝𝑒 = 0.001.

A. Constrained Optimum

Note that we used the remainder Theorem to express the
payload: 𝐿 = 4𝐵𝑥 + 𝑟. Fig. 3 shows the throughput as a
function of these two variables, 𝑥 and 𝑟, in the Immediate
ACK mechanism. It can be seen that an optimum throughput
exists when 𝑥 reaches its lower bound and 𝑟 = 0.

The graph is consistent with our results from Theorem 1 in
Section III.
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Fig. 3. Throughput versus payload size in Imm-ACK in the contention free
CTA period.

Fig. 4. Throughput versus payload size in No-ACK in the CAP.

Fig. 4 shows the optimal throughput in the No-ACK scheme
in the contention access period. In this case, the maximum
throughput is reached for the upper bound of 𝑥, and when
𝑟 = 4𝐵 − 1.

B. Unrestricted Optimum

Figs. 5, 6, and 7 show the throughput for different payload
sizes in the Imm-ACK, No-ACK and Dly-ACK mechanisms,
respectively. It can be seen that adding AES encryption over-
head in each case (Imm-ACK, No-ACK and D-ACK) results
in a decreased throughput compared to when encryption is not
used. Also, the optimal payload size and throughput decrease
as BER increases.

Fig. 6 shows that No-ACK has better throughputs than
both imm-ACK and Dly-ACK. Fig. 7 shows that the lowest
throughputs are recorded in the Delayed ACK scheme.
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Fig. 5. Throughput versus payload size in Imm-ACK in the contention free
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VI. CONCLUSION

In this paper, we analyzed the overhead introduced by AES
when used to encrypt frames transmitted at the MAC layer.
When working under channel error conditions, large frames
need fragmentation to increase throughput given a certain
bit error rate (BER). Each small frame, when encrypted by
AES, introduces further overhead. Under these conditions,
the question becomes: what is the optimum payload size that
should be used such that maximum throughput is achieved?
We derived formulas for throughput and payload size in both
CTA and CAP access periods under the three ACK schemes.

So far we have found constrained maxima and minima for
the throughput under the three MAC ACK schemes.

In future work, we would like to find conditions such that
a free, unconstrained maximum is reached, either locally or
globally. This maximum can be found by equating the first
order partial derivative of 𝑆 to 0.

A second avenue would be to study the relationship be-
tween 𝑥 and 𝑟 when we want to achieve a given maximum
throughput. We can use the data from [2] for such values of
the maximum throughput. By applying the implicit function
theorem in this case, we can express 𝑥 as a function of 𝑟.
If an explicit expression cannot be derived for 𝑥, we can
still provide some insights to the problem by studying other
properties, such as the functions of monotony and convexity.
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