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Abstract—Energy consumption is an important research topic
in wireless sensor networks. Putting sensor nodes to sleep is one of
the most popular ways to save energy in battery-powered sensor
nodes. Many existing research studies on sleeping techniques are
based on preknowledge of deployment of sensor nodes, e.g., a
known probability distribution of sensor nodes in a target-sensing
field. Thus, whether a scheduling-sleeping scheme has good per-
formance mostly depends on preknowledge of the deployment of
sensor nodes. In this paper, we first show the discrepancy of system
performance metrics, including energy consumption and network
lifetime, based on inaccurate preknowledge of the deployment of
sensor nodes in a cluster-based sensor network. Through analyt-
ical studies, we conclude that the discrepancy is very large and
cannot be neglected. We hence propose a distribution-free ap-
proach to study energy consumption. In our approach, no assump-
tion of the probability distribution of deployment of sensor nodes
is needed. The proposed approach has yielded a good estimation
of network energy consumption. Furthermore, previous studies
normally assume that battery energy levels of sensor nodes are the
same. However, in a real network, battery quality is different, and
the energy in each sensor node is a random variable. We provide
a mathematical approximation and a standard deviation study for
energy consumption, as well as a more in-depth study for network
lifetime under random batter energy.

Index Terms—Analytical modeling, kernel density, network
lifetime, performance evaluation, preknowledge, wireless sensor
networks.

I. INTRODUCTION

IRELESS sensor networks have many applications,

such as pollutant detection, military sensing and track-
ing, medical emergency response, etc. In most cases, a tiny
battery-powered sensor node usually has three operations,
i.e., sensing, communication, and computation, which easily
deplete the battery. In addition, sensor nodes are sometime de-
ployed in hostile environments, and hence, recharging batteries
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of sensor nodes is by no means a trivial task and is often
even unfeasible. A great deal of research has recently been
done to promote the efficient use of energy in sensor nodes.
Some of these studies develop new uses of energy in terms of
routing algorithms [1]-[5]. Others provide sleeping techniques
[9]-[11], [16] to save energy and extend network lifetime. In
these techniques, some sensor nodes are put in sleep mode,
whereas other sensor nodes are in active mode for sensing and
communication tasks. When a sensor node is in sleep mode,
it shuts down all functions, except that a low-power timer is
on to wake itself up at a later time [10], and therefore, it
consumes only a tiny fraction of the energy consumed in the
active mode [6]. Based on preknowledge of deployment of
sensor nodes, many sleeping-scheduling schemes are proposed.
These schemes perform well when saving energy [7].

In previous works, system performance based on an assump-
tion that the sensor deployment distribution is known has been
evaluated. The major disadvantages of this traditional analysis
are listed as follows: First, it is very difficult to choose an
accurate deployment distribution, and if the assumed distribu-
tion is wrong, inaccurate analysis and protocols/algorithms may
be produced. Second, if the deployment distribution of sensor
nodes changes, system performance will also change, and even
the entire analysis may no longer be valid.

In this paper, we show the discrepancy of system perfor-
mance metrics, including energy consumption and network
lifetime, based on inaccurate preknowledge of the deployment
of sensor nodes in a cluster-based sensor network. We propose
a distribution-free approach to study energy consumption. In
our approach, no assumption of the probability distribution of
deployment of sensor nodes is needed. The proposed approach
has yielded a good estimation of network energy consumption.
Furthermore, previous studies normally assume that battery
energy levels of sensor nodes are the same. However, in a real
network, battery quality is different, and the battery energy in
each sensor node is a random variable. We provide a mathemat-
ical approximation and a standard deviation study for energy
consumption, as well as a more in-depth study for network
lifetime under random battery energy. We adopt network energy
consumption in [7] as an example to verify our ideas. However,
our approach can easily be extended to solve other problems.

The rest of this paper is organized as follows: In Section II,
we review some background. In Section III, we provide an
error analysis with different distributions via a mathematical
analysis. A standard deviation study and a network lifetime
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study are presented in Section IV. In Section V, we propose the
distribution-free method and present some numerical results.
Finally, we conclude this paper in Section VI.

II. BACKGROUND

This section summarizes a randomized scheduling (RS)
scheme [7], in which nodes are randomly selected to sleep
in high-density cluster-based sensor networks. In other words,
each sensor node is selected by the cluster head with the prob-
ability # under following assumptions: 1) Each sensor node
belongs to the same cluster throughout its lifetime. 2) Nodes are
randomly distributed as a 2-D Poisson point process with
density p. In other words, the probability of finding n nodes in a
region of area A is equal to (pA)™ exp(—pA)/n!. Furthermore,
these n nodes in area A are uniformly distributed. 3) The
maximum transmission range of the cluster head is denoted
by R, and there are n sensor nodes in the cluster. The cluster
covers a circular geographic area of wR? with the cluster head
at the center. The cluster head plans to allow, on average,
n - B (8 < 1) nodes to sleep in each cycle.

A. Energy Consumption

The energy consumption rate is defined as the energy con-
sumed per second when the sensor is active and is generally
a positive convex function of the distance between the sensor
node and the head of cluster Fyctive(z) = C(z) + K, where
K is a positive constant, and C'(z) is a nonnegative convex
function. In [7], the authors used a power function as

Eactive(x) =A- kl . [max(xmina x)]’y + k2 (])

where A denotes the average packet transmission rate per sec-
ond of each sensor node, x is the distance between the sensor
node and the cluster head, k; is the constant corresponding to
energy consumption due to transmission of each packet, ks is
the idle/receive energy consumption per second, T, iS the
minimum allowable transmission range corresponding to the
minimum allowable transmission energy, and v > 2 is the path-
loss exponent. From [7], the expected energy consumption of
each node during a second in the RS scheme is computed as

R
E= (1 - ﬂ) ' f(ZL’) . Eactivc(x) ~dx (2)
/

where f(z) is the probability density function (pdf) of the
distance x between a sensor and the cluster head. Because it
is assumed that sensor nodes are uniformly distributed in the
circular coverage area of the cluster, based on [7], f(x) is

e

_OF _ 9[Pr(X <) arﬂ_n )

T or Oz " Oz |7R?) T R?

where 0 < z < R. According to the assumption that the num-
ber of sensor nodes is distributed according to a 2-D Poisson
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point process with expected density p, from [7], the average F
over all possible numbers of nodes in a cluster is

> RQ n
E(overall) _ ZnE(pﬂ- ' ) _e—pﬂ'Rz - FE. prQ. )
n:
n=0

B. Network Lifetime

Based on [7], the network lifetime T'(84) is defined as the
time when a fraction of sensor nodes (3; run out of energy. Let
U be the total battery energy that each sensor node carries when
the sensor network is initialized. In the RS scheme, the time
when 3y fraction of nodes run out of battery life is the time
when sensor nodes with z > x4 all run out of battery life. From
[7], x4 satisfies

R
R2 — [z 2
Ba = /f(x) dr = %. ®)
Tq
The network lifetime of the RS scheme is
L 1
T = = .
(Ba) E(zg) (1 —=08){) ki - [max(Tmin, za)]” + k2}

(6)

III. DISCREPANCY ANALYSIS

System performance evaluations are always based on a cer-
tain set of assumptions. However, those assumptions may not
exactly be held in real-world systems. For example, in the RS
scheme [7], all the conclusions for the scheme are based on the
assumption that sensor nodes are independently and uniformly
distributed in each cluster. In fact, deployment of sensor nodes
is impacted by many factors such as weather, terrain, and so
on. Thus, locations of sensor nodes do not necessarily follow
a uniform distribution or other distributions that researchers
may choose. In this section, we will present the error analysis
when the assumptions are different. For simplicity, we give
some notations. Let E©ver2) and T'((,) denote the overall
expected energy consumption and the network lifetime in a
cluster derived from real-world sensor node distribution data,
respectively. Thus, their discrepancy can be given by

FEeror = 'E(OVCT&H) _ E(Ovcrall)’ @

Terror = )T(ﬂd) - T(ﬂd)‘ . ®)

To show the discrepancy in system performance generated by
assumptions, based on [7], we first assume that sensor nodes are
still randomly distributed as a 2-D Poisson point process with
density p. That is, the probability of finding n nodes in a region
of area A is equal to (pA)™ exp(—pA)/n!. However, n nodes
in area A follow the 2-D Gaussian distribution. We assume
that the deployment region of sensor nodes in a cluster is
modeled in a 2-D Cartesian coordination system and the cluster
head located at point (0, 0). Then, we present the performance
derived from this new assumption. Finally, the performance
from two assumptions is compared by several figures. In the
following, we give the performance error analysis.
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A. Energy Consumption

According (1) and (2), the expected energy consumption of
each node during a second is

R
E=[(1=08)f(2) Eactive(®) - da 9)
/

where f(z) is the pdf of the distance X between a sensor and
the cluster head. It is clear that X is a random variable, and
Pr(X < z) denotes the probability that the distance between
a sensor and the cluster head is less than or equal to . Since
nodes follow the 2-D Gaussian distribution in each cluster,
we have

N 1 _i24y2
F(z)=Pr(X <z)= 503 e 202 didj. (10)
7;2+j2§12

Let i=rsin# and j =7 cos 6, where 0 <r <z, and 0 <
6 < 2m. Thus, we have

2 x

. 1 2

F(z)=Pr(X <z) = 507 //67W|J| drdf  (11)
0 0

where
9i 91
=5 o|="
ar 9
Thus, we have
flay= 20 OX <) g 2y

Therefore, for the expected energy consumption of each node
during a second, we have

R

BE=Xa(1—0) |2, (1 - 612"3‘2“> + /

Tmin

22 YTl
e 202 3

dx

g

+ ky(1— ) (1 - e‘f‘z) . (13)
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Energy consumption comparison (3 = fraction of sensor nodes allowed to sleep; U = uniform distribution; G = Gaussian distribution). (a) v = 2.

From (4), we have

E(overall) — E . pTl'R2. (14)

To show the error analysis, we need to choose the same
parameters in [7] for the sensor network. Thus, based on [7], in
the sensor network, we assume that there are n = 500 sensor
nodes in each cluster, where we have k; = 107 J/(frame -
m?), ky = 0.1 J/s, Tmin =5 m, and A\ = 100 frames/s. The
maximum transmission range of the cluster head is R = 100.

Fig. 1(a)—(c) shows the energy consumption versus fraction
of sensor nodes allowed to sleep 3 for both Gaussian and uni-
form distributions, where the standard deviation of the Gaussian
distribution is 50 or 30, namely, o = 50 or o = 30, respectively.
As illustrated in the figures, the energy consumption decreases
when [ increases for both Gaussian and uniform distributions.
When 3 = 0, the energy consumption achieves the maximum
value. In addition, it is easy to see that, when the fraction of
sensor nodes allowed to sleep become 1, the energy consump-
tion becomes 0 for both distributions. When [ increases, each
sensor node in the cluster has a higher probability to be selected
to sleep, and thus, the energy consumption decreases. When
([ =1, this means that all sensor nodes are elected to sleep,
and thus, the energy consumption is 0. In Fig. 1(a)-(c), we
observe that, when the path-loss exponent increases, the energy
consumption for both distributions quickly increases. When 3
increases, the discrepancy between two distributions decreases
until it reaches zero, because when (3 increases, each sensor
node in the cluster has a higher probability of being selected
to sleep, and thus, the energy consumption decreases. When
(8 = 1, this means that all sensor nodes are elected to sleep, and
thus, for both distributions, the energy consumption is 0.

Comparing Fig. 1(a)—(c), we find that, under the same param-
eters, when the path-loss exponent increases, the discrepancy
becomes larger. As illustrated in Fig. 1, when the standard
deviation of the Gaussian distribution is 30, the discrepancy
is larger than when the standard deviation of the Gaussian
distribution is 50. This fact shows that the deployment of sensor
nodes in [7] is more similar with the Gaussian distribution with
o = 50 than the Gaussian distribution with o = 30. Fig. 1 also
shows that the discrepancy of energy consumption is pretty
large under different assumptions of deployment distributions
of sensor nodes.
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Fig. 2. Approximation of energy consumption (8 = fraction of sensor nodes allowed to sleep; A = approximation; G = Gaussian distribution). (a) v = 2.

®)y=3.(c)y=4.
B. Approximation

As aforementioned, we can obtain the expected energy con-
sumption of each node during a second by (13). When the
coverage radius of the cluster R is large and the minimum
transmission range i, is small, we can get an approxima-
tion expression of the expected energy consumption of each
node in a second. First, when R is large and i, is small,
we have

R )
_ =2 .TJ’Y+1 _ =2 JJ’Y+1
e 27 . —5 dr~ [ e 22 . 5 dx. (15)
o o
Tmin 0

Then, we do some mathematical transformations for (15) as
follows:

o0
22 m’y-‘-l 1
e 202 dr = —
02 202
0

Note that the pdf of the gamma distribution is

B . La-1,_,—p=x >0
Nl T err x>
/(@) {O, <0
where the gamma function is defined as TI'(z)=
Jo~ e *a* *dx. Thus, we have
= a2 YT 1 o\ 742 v
[t = ot (3 41)
0
:2%_1077F(fy/2).

Thus, (13) can be approximated by a closed-form ex-
pression, i.e.,

E~(1-p) (klm/%lawr(qm) + k2> .16

Fig. 2(a)—(c) shows the approximation of energy consumption
where the coverage radius of the cluster R is 250, and the
minimum transmission range i, is 5. As illustrated in the
figures, the approximation is effective and accurate for large R.
Thus, when the coverage radius R is greater than 250, we can
estimate the energy consumption by (16) instead of (13). This
simplifies the calculation to avoid integration.

C. Network Lifetime

From [7], the network lifetime parameter is 34, which repre-
sent the fraction of sensor nodes running out of energy.

Based on (5), we have (34 = ff{ f(z)dz, where f(z)=
e~ (@*/20%) 2 /52 Thus, B4 = exp(—[z4]?/20%) — exp(—R2/
202), leading to x4 = /=202 -In(B4 + exp(—R2/202)).
Based on (6), we have

LG v

T(Ba) = E(zq) - (1= B){X- k1 - [max(zmin, 2a)]” + K2}

Fig. 3(a)—(c) shows the network lifetime versus fraction of
sensor nodes allowed to sleep § for both uniform and Gaussian
distributions, where the standard deviation of the Gaussian
distribution is 50, namely, o = 50, and the battery energy is
¥ = 102 J. In addition, we assume that, when a fraction of
sensor nodes (34 = 0.5 run out of energy, the network will
die. As illustrated in the figures, the network lifetime increases
when (3 increases for both Gaussian and uniform distributions.
Because when [ increases, each sensor node has a higher
probability to be selected to sleep, the energy consumption rate
of each sensor node decreases, which means that the network
lifetime increases. When 3 = 0, each sensor node works all
the time, and its energy consumption rate is the largest, and
thus, the network lifetime achieves the minimum value. In
addition, it is easy to see that, when the fraction of sensors
allowed to sleep become 1, the network lifetime becomes
high for both distributions. In Fig. 3(a)—(c), we can see that,
when the path-loss exponent increases, the network lifetime
for both distributions quickly decreases. When [ increases,
the discrepancy between two distributions quickly increases.
Comparing Fig. 3(a)—(c), we find that, under the same parame-
ters, when the path-loss exponent increases, the discrepancy be-
comes smaller.
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In Fig. 3, we can observe that the discrepancy of network
lifetime between two distributions is not large. This is because,
compared with the battery energy ¥ = 103 J, the energy con-
sumption rate of each sensor node is too large. For example, in
Fig. 1(c), the order of magnitude of the energy consumption rate
is 109, and thus, the order of magnitude of the network lifetime
is ¥/10% = 1073. Thus, even if the discrepancy of the energy
consumption rates between two distributions is large, the dis-
crepancy of the network lifetime between two distributions can
be small. However, if we set a proper value for battery energy,
we can still see the significant discrepancy in network lifetime
between two distributions.

IV. STUDIES OF THE STANDARD DEVIATION OF
ENERGY LEVELS AND NETWORK LIFETIME

A. Standard Deviation

When we discuss the system performance, we usually con-
sider the expected value of system performance. For example,
in [7] or in the previous sections of this paper, when referring
to the energy consumption rate, we actually computed the
expected value of the energy consumption rate of one sensor
node in a cluster. The energy consumption of each node during
a second is a random variable, which is denoted by E(X).
In the RS scheme, the energy consumption E(X) can be ex-
pressed as

E(X) = (1 — 8) Bactive(X)

(1—08) (A k1 - [max(Tmin, X)]” + k2)

where X is random variable, which denotes the distance be-
tween a sensor and the cluster head. Thus, the standard de-
viation of the energy consumption rate can be computed as
Var(E) = ['[E(x) — E]*f(x)dz, where f(z) is the pdf of X,
and £ = fOR(l — B) f(x) Eactive (z)dz, as given in (2), i.e.,

R
Var(E) = / (1 = B) Eactive(@)) f(x) dz
0
2

R
- /(1 - ﬁ)f(x)Eactive(-T) dQ? . (17)
0

Thus, we can compute the standard deviation of energy
consumption whether the deployment distribution is uniform
or Gaussian. Based on the results of the standard deviation, we
can further estimate the energy consumption of the network.

Fig. 4 shows the deviation of energy consumption versus
fraction of sensor nodes allowed to sleep § when the deploy-
ment of sensor nodes is a uniform distribution. The variance of
the energy-consumption rate decreases when [ increases for all
path-loss parameters. When the path-loss parameter increases,
the variance sharply increases.

B. Study of Network Lifetime Under Random Battery Energy

In [7], when referring to network lifetime, it actually implied
an assumption that the battery energy that each sensor node
carries when the sensor network is initialized is the same. How-
ever, in the real world, we know that the quality of the battery
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is different and that the energy that each battery contains is
random. In this section, we will reconsider the network lifetime
where the impact of random battery energy is included. We still
assume that n sensor nodes are deployed in each cluster. Thus,
the total battery energy of n sensor nodes can be denoted by Wy,
Uy, ..., ¥, where ¥; (i =1,2,...,n) are random variables.
The order statistics W (1), U(a), ..., V(,) are defined by sorting
the realizations of ¥y, ¥, ..., ¥, in increasing order. Let f(x)
and F'(x) be the pdf and the cumulative distribution function
of U;, i =1,2,...,n, respectively. According to [14], the
probability density of the kth statistic can be given as follows:

Fow (@) = %F‘I’m () = %P(‘I’u@) < )
= %P (at least k batteries whose energy < )
d = (n j nej
x> (%) P <oy - (v <)
d <~ (n ) .
=3 (1) Pap (- P
dx ]Zk <J>
- (k_l)vgl(!n_k)!F(x)k_l (1= F(@)"™" f(x).

Based on [7], the network lifetime T'((54) is defined as the time
when a fraction of sensor nodes (3; run out of energy. Thus, in
this method, the time when a (34 fraction of nodes run out of
battery life is the time when the sensor who carries ¥y when
the sensor network is initialized runs out of battery life, where
k = |nBq]. Here, we assume that each sensor in the cluster
has the same energy consumption rate E. Thus, the expected
lifetime of the node that carries ¥ ;) energy is given as follows:

T(B4) = /l’f\lj(k)(x)/E~dz

0

(18)

where E is given by (2).

In this section, we assume that the initial battery energy
levels of sensor nodes follow an exponential distribution. In
other words, ¥, Uy, ..., ¥, are independent identically dis-
tributed random variables following an exponential distribution
with mean value U. An important property of an exponential
distribution is that it is memoryless: P{X > s+ t|X >t} =
P{X > s}, s,t > 0. Based on this property, we can transform
the general expected lifetime equation (18) to a simple form.

As illustrated in Fig. 5, T; = V() — ¥(;_1), where W(y),
Uioy,..., ¥, are the order statistics of Wy, Wy, ..., Uy,
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Because of the memoryless property of the exponential distrib-
ution, we have the following facts [15]: The random variable
T; follows the exponential distribution Exp((n —i+ 1)/¥),
wherei = 1,2, ..., n. Thus, the expected value of T; is ¥ /(n —
i+ 1). Based on the equation that ¥(; = > "_, Tj, the ex-
pected value of W;) is given by Z;Zl(\lf/(n —j+1)). Thus,
the expected lifetime of the network is given by

k

T(B4) = Z_; ﬁ /E
where k = |n84].

Fig. 6(a) shows the network lifetime versus [ (fraction
of sensor nodes allowed to sleep) for a uniform distribu-
tion. We adopt the same parameters of the network model in
Section III-C. The network lifetime improves as (3 increases
for all the values of the parameter (3, due to energy saving by
increasing the portion of sleep sensor nodes.

Fig. 6(b) compares two network lifetime cases: One is under
the assumption that every sensor in the network carries the
same battery energy, and the other is under the assumption
that every sensor in the network carries random battery energy,
which follows an exponential distribution. As illustrated in
Fig. 6(b), when sensor nodes carry random battery energy, the
network lifetime is longer than the case where sensors carry
the same energy. In addition, the network lifetime with random
battery energy can better reflect the network lifetime in the real
world.

(19)

V. DISTRIBUTION FREE

From the discussions in previous sections, we concluded that,
when the assumed sensor deployment distribution is far from
reality, the discrepancy of the system performance is great and
cannot be neglected. In this section, we propose a statistical
approach, which is called kernel density estimation (KDE), to
estimate the performance of the network where no assumption
on the deployment distribution is made.
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We first introduce KDE and then present a mathematical
analysis of estimated energy consumption based on the KDE
method. KDE belongs to a class of estimation, which is called
the nonparametric density estimator. In comparison with para-
metric estimators, where the estimator has assumed a known
distribution function and the parameters of this function (e.g.,
mean and variance) are the only information that we need
to explore, nonparametric estimation has no assumed known
distribution function and depends on all the data points to reach
an estimate.

Suppose that we have random samples Xi,..., X, from
observations. From [8], the estimated density at any point x is

fule) = nlth (x ‘hXZ‘)

where K () is the kernel density function, and h is called the
window width.
In this paper, we consider a 2-D case, where X; =

(X1, Xi2)T. Thus, the estimation function is expressed as
1 - r—Xig y—X
2 — X Yy — X2
n x) = K 3 .
f ( y) Tlhl h2 ; ( hl h2 )

Now, we focus on a cluster to give the performance analysis.
‘When a cluster head is found, a coordinate frame is established,
where the location of the cluster head is (0, 0). Thus, each loca-
tion in this cluster can be given by a math coordinate. First, we
collect ng sensor samples from the same cluster, and their co-
ordinates are denoted by (X1,Y7), (X2,Y2),..., (Xngs Yno)-
Then, the estimated pdf of deployment of sensor nodes in a
cluster is given by

fno (kv l) =

(20)

1 & E—X;, 1-Y;
— SNk (22
n0h1h2; < hi ha >

where the kernel density function is chosen as the 2-D Gaussian
density function, namely, K (u,v) = (1/27)e~ (/2 +0%) pe.
cause the Gaussian kernel function is the mostly used and
powerful kernel function in the KDE method. Thus, we have

(k= X)?  (1-Y)?
2h2 oz )

ey

1
b= g e -

Next, we need to derive the pdf f (z) of the distance = between
a sensor and the cluster head under the estimated sensor distri-
bution. Based on (10), the probability distribution function of
the distance x between a sensor and the cluster head is

F(z)
=Pr(X<z)= oo (e, D)k dl
k2412<x2
1 o (k- X;)? (1-Y;)?
= . — - dkdl
/ / 2mnohyha Ze"p( 212 202
k2 p12<a? i=1

5111

-100 -100

(a)

-100 -100

©

x10°

Fig. 7. Impact of the window width A in the kernel distribution estimation.
(a) Gaussian distribution. (b) Estimate distribution (h = (27, 27)). (c) Estimate
distribution (h = (10, 10)). (d) Estimate distribution (h = (50, 50)).

_ (k- X3)* (1-Y3)?
_2mh1h22 / / exp( 702 702 dkdl.

k2+l2<z2
We still make use of integral transformation to solve our
problem. Let ¢ = 7 sin 6 and j = 7 cos 6, where 0 < r < z,
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and 0 < @ < 27. Thus, we have

F(x)
= Pr()z'g x)
2rx
(rsin6—X;)? (7“COSH—YZ»)2
27Tn0h1h2 Z//GX ( % Qh%
x | J|dr df
where
9i  9i
] = ‘ oo ‘ .
or 00

Thus, the pdf f(z) is given by (22), shown at the bottom of
the page.

Based on (2), the expected energy consumption of each node
during a second derived from KDE is as in (23), shown at the
bottom of the page.

After giving the mathematical formula of energy consump-
tion, we present how to implement the KDE method to estimate
the system performance in the real world. Here, to test our
method, we assume that, after deployment, the sensor loca-
tions follow the 2-D Gaussian distribution in the real world,
rather than the uniform distribution, which the author assumed
in [7]. Thus, according to the Gaussian distribution, sample
location data can randomly be generated. Then, the estimation
distribution can be obtained based on sample data. Finally,
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Fig. 8. Automatic generation of the window width h. (a) Gaussian distribu-
tion. (b) Estimate distribution (h = (35, 30)).
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1 no 27
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2h3
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1 - (@ sin 0)? — 22(X;sin 0) + X2 (x cos 0)% — 2x(Y; cos ) + Y;?
- - i i), 2
2mnghihs Zl/exp( Qh% Qh% ) z df (22)
=179
R R
B / (1- )« Buctive (@) - d = / (1= 8)- f(z) - (V1 [max(@min, @)]” + k2) dz
0
1-— 127+ ko v (z sin — 2x(X;sin 0) + X: T CoS —2x(Y;cos 0)+ Y,
_ (1= 8) Meragyy “Z// 0)? — 20(Xisin 0) + X? (v cos 0)* — 2u(Yicos 0) + V2N
27rnh1 h2 i—1 Qh% Qh%
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B) k1 z sin 0)% — 2z(X;sin ) + X2 (z cos 0)? — 2z(Y; cos 0) + Y;? 41
27mh1h2 Z / / eXp( 212 - 213 T dl de
= xmm 0
o x sin )% — 22(X;sin 0) + X2 (x cos 0)? — 2z(Y; cos 0) + Y;?
27mh1h2 Z // < 2h? a 2h3 wdfde @3)
=l i 0

Authorized licensed use limited to: UNIV OF ALABAMA-TUSCALOOSA. Downloaded on November 17, 2009 at 14:06 from IEEE Xplore. Restrictions apply.



PENG et al.: SCHEDULING SLEEPING NODES IN CLUSTER-BASED WIRELESS SENSOR NETWORKS

(a) h (10,10) (b) h (27,27)

w
o
o

—+—U ——Uu
- 3001 —— G (6=50) - 300+ —— G (0=50)
K] —&—E(10,10) o —e—E (27,27)
=] =]
o o 250
£ IS
@ @ 200
c c
o o
&} O 150
3 3
o o 100
c =
w w
50
0 ® 0 %
0 02 04 06 08 1 0 02 04 06 08 1

5113
(c) h (50,50) (d) h (35,30)
350 350
——U —+—Uu

3007 —+— G (0=50) 3007 —*— G (0=50)
5 —o— E (50,50) 5 —o— E (35,30)
Q. 250 B 250
£ £
@ 200, @ 200g
c c
[o] [o]
O 150 O 150
> >
=y =
© 100 o 100
c o
I} i}

50 50

0 0 B
0 02 04 06 08 1 0 02 04 06 08 1
B B

Fig. 9. Performance estimations. (a) Window width h = (10, 10). (b) Window width h = (27,27). (c¢) Window width h = (50, 50). (d) Window width

h = (35, 30).

by comparing the energy consumption derived from assumed
(uniform), real-world (Gaussian), and estimation distributions,
we show that our approach is more efficient for reflecting the
real system performance in the real world.

First, in our experiment, the sample sensor-location knowl-
edge is important to us. According to our knowledge, many
research studies have been done in sensor-location technology,
such as the geolocation approach [12]. In this geolocation
approach, a few of the sensor nodes, called beacons, know their
coordinates after deployment from satellite information (Global
Positioning System). Thus, before deployment, we randomly
elect some sensor nodes from the whole by deploying sensor
nodes as beacons. Then, after deployment, we can regard these
beacons as sample sensor nodes and obtain their location in-
formation. As aforementioned, the random sample location co-
ordinate can be denoted by (X1, Y1), (X2,Y2),... (Xngs Yo )s
where ny is the size of the sample.

Second, the window width h plays an important role in KDE.
Through Fig. 7, we show the impact of the window width h
for distribution estimation. Fig. 7(a) shows the 2-D Gaussian
distribution function in a sensor cluster. Fig. 7(c) shows the
estimated distribution when the window width h is chosen
as h = (hy, ha) = (10, 10). As illustrated in Fig. 7(c), a large
amount of random interferences exist, and thus, the curve face
is rough. From Fig. 7(d), where the window width A is chosen
as h = (hq, he) = (50, 50), we can see that the curve face is too
flat because we ignore too much random local interference. As
illustrated in Fig. 7(b), where the window width h is chosen as
h = (h1, ha) = (27,27), the approximated effect is best among
the aforementioned three estimated distributions. Thus, the
selection of the window width is important for the effect of the
KDE method. In the statistics field, many numerical methods
have been developed for the decision of the window width.
In this paper, we adopt the fast and accurate state-of-the-art
bivariate kernel density estimator approach provided by Botev
[13]. The value of the window width /& can be generated by
MATLAB based on the sample data. Fig. 8 shows the compari-
son between the Gaussian distribution and its estimation, whose
window width h, i.e., h = (h1, ha) = (35, 30), is generated by
the fast and accurate state-of-the-art bivariate kernel density
estimator approach. As illustrated in Fig. 8, the approximated
effect is good.

After obtaining the window width h, we can study the
system performance. In our experiment, the expected energy
consumption can be studied based on (23). Fig. 9(a)-(d) shows
the energy consumption versus fraction of sensor nodes allowed
to sleep [ for uniform, Gaussian, and estimated Gaussian
distributions, where the window widths A are (27, 27), (10, 10),
(50, 50), and (35, 30), respectively. In the experiment, we use
the same parameters in Fig. 1(a)—(c) for the sensor network, and
we collect ng = 50 location information of sensor nodes from a
cluster. In Fig. 9(a)—(c), we can see that, when h = (27, 27), the
estimated performance is best. This result is consistent with the
distribution estimation in Fig. 7(b)—(d). In Fig. 9(a)—(c), we can
observe that, although the election of the window width is not
very good, the estimated performance is still better than the per-
formance from an inaccurate distribution assumption (uniform
distribution). In our experiment, we adopt the fast and accurate
state-of-the-art bivariate kernel density-estimator approach to
generate the window width h, which is (35, 30). As illustrated
in Fig. 9(d), the estimated performance is almost the same as
the performance in the real world. Thus, we can make use of
the KDE method to estimate the system performance in the real
world and reduce the error caused by an incorrect assumption.

VI. CONCLUSION

In this paper, we have used energy consumption and lifetime
issues as an example to study the impact of assumptions.
Previous works are based on assumed pdf’s that govern the
distribution of sensor nodes in the sensing field. However, the
actual distribution of sensor nodes may not easily be assumed.
Our analytical study shows that, when a wrong assumption is
used, the introduced error on the network energy consumption
is very large and cannot be neglected.

In this paper, we have proposed a distribution-free method
for estimating network energy consumption. In our proposed
method, no assumption on the sensor node distribution is re-
quired. Instead, we take a small sample of the actual deploy-
ment sensor nodes and carry on a statistical analysis to capture
the distribution function of deployment. We use the kernel den-
sity estimator to estimate the deployment distribution. Based on
the obtained knowledge, the energy consumption in the network
can be calculated.
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The results show that a small sample of sensor nodes yields
fairly good estimations on the distribution used. Compared with
the case that the wrong assumption (the uniform distribution)
is used and the case that the knowledge of the deployment
distribution (Gaussian distribution) is completely known, our
estimates give far better results.

Furthermore, we provide a mathematical approximation and
a standard deviation study for energy consumption, as well as a
more in-depth study for network lifetime.
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